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Abstract Central to the ethical concerns raised by the

prospect of increasingly autonomous military robots are

issues of responsibility. In this paper we examine different

conceptions of autonomy within the discourse on these

robots to bring into focus what is at stake when it comes to

the autonomous nature of military robots. We argue that

due to the metaphorical use of the concept of autonomy,

the autonomy of robots is often treated as a black box in

discussions about autonomous military robots. When the

black box is opened up and we see how autonomy is

understood and ‘made’ by those involved in the design and

development of robots, the responsibility questions change

significantly.

Keywords Autonomy � Responsibility � Military robots

Introduction

Drones are now commonplace in American military

engagements, and many predict that more sophisticated and

more autonomous robots will increasingly be incorporated

into military operations on the battlefield (see for example

Adams 2001; Lin et al. 2008; Singer 2009; U.S. Air Force

2010). Central to the ethical concerns raised by the use of

autonomous military robots are issues of responsibility and

accountability. Who will be responsible when these tech-

nologies decide for themselves and behave in unpredictable

ways or in ways that their human partners do not under-

stand? For example, if an autonomously operating,

unmanned aircraft crosses a border without authorization

or erroneously identifies a friendly aircraft as a target and

shoots it down (Asaro 2008)? Will a day come when robots

themselves are considered responsible for their actions (Lin

et al. 2008)?

Literature in the field of Science and Technology

Studies (STS) shows that the trajectory of technological

development is contingent, multidirectional, and dependent

on complex negotiations among relevant social groups

(Bijker et al. 1987). Technologies that are adopted and used

are not predetermined by nature or any other factor, and

cannot be predicted in advance with certainty. In the course

of development, the design of a new technology may

morph and change in response to many factors including

changes in funding, historical events such as wars, changes

in the regulatory environment, accidents, market indicators,

etc. The technologies that succeed (i.e., are adopted and

used) are the outcome of complex negotiations among

many different actors including engineers and scientists,

users, manufacturers, the public, policy makers, and others.

Negotiations among the actors relevant to a new tech-

nology are reflected, and can be observed, in the discourse

around the new technology in its earliest stages of devel-

opment. The discourse around responsibility and autono-

mous military robots is a case in point; current discourse

provides an opportunity to observe issues of responsibility

being worked out. The negotiations between researchers,

developers, engineers, philosophers, policy-makers, mili-

tary authorities, lawyers, journalists, human-rights activ-

ists, etc. are taking place in the media and academic
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journals, at conferences and trade shows, through drafting

of new policies and regulations, in negotiating international

treaties, and, also, of course, through designing and

developing the technologies. This sharply contrasts with

the all too common idea that issues of responsibility are

predetermined or decided separately from technological

design or after a technology is developed.

At the broadest levels of analysis, the responsibility

issues posed by the prospect of increasingly autonomous

military robots are not difficult to grasp. In moral philos-

ophy and more generally, autonomy implies acting on

one’s own, controlling one’s self, and being responsible for

one’s actions. Being responsible for one’s action in par-

ticular requires that the person had some kind of control

over the outcome at issue. Thus, framing robots as

becoming increasingly autonomous may suggest that

robots will be in control and that human actors will,

therefore, not be in control. Hence, humans cannot be held

responsible for the behavior of autonomous robots.

However, in this paper, we argue that more machine

autonomy does not necessarily mean less human respon-

sibility. In order to understand the issues of responsibility

we have to look more closely at the relationship between

human control and machine autonomy. That requires a

closer analysis of the various conceptions of machine

autonomy that now pervade the discourse on autonomous

military robots. We are not concerned with whether robots

are or are not autonomous. Rather we are interested in how

different conceptions of machine autonomy interact with

questions of responsibility. We therefore focus on the ways

in which different actors use and conceive of autonomy to

characterize robotic systems that are currently in the early

stages of development. Our argument is that leaving the

notion of autonomous robots unspecified or underspecified

draws attention away from important choices that are made

at the level of design and implementation, choices that

structure the possibilities for responsibility.

Negotiating responsibility for autonomous robots

The discourse around responsibility and autonomous robots

is rich and complex. When it comes to the question of who

will be responsible for the behavior of autonomous robots,

especially autonomous robots of the future, a variety of

positions have been articulated and a struggle over which is

likely to, or should, be adopted can be observed in the

discourse. As already suggested, some argue that it will not

be possible to hold humans responsible for the behavior of

autonomous robots (Matthias 2004; Sparrow 2007). Others

entertain the idea that autonomous robots might someday

be held responsible in some narrow sense for their own

behavior (Hellstrom 2012; Asaro 2007; Wallach 2013).1

Some argue that responsibility will or should be shared

between robots and the human actors involved (Crnkovic

and Persson 2008; Crnkovic and Çürüklü 2012). Yet others

argue that humans will always be responsible for the

behavior of robots (Nagenborg et al. 2008; Marino and

Tamburrini 2006; Chopra and White 2011). Those who

take this position sometimes argue that there is nothing

new about autonomous robots in the sense that the legal

and moral concepts we currently use for other complex

technologies will be adequate to handle responsibility for

autonomous robots.

Perhaps the most striking feature of the discourse on

responsibility and autonomous robots (as compared to the

discourse of engineers, computer scientists and designers

discussed in the next section) is the extent to which the

autonomy of robots is underspecified and left as a black

box. Broadly, autonomy is used in this discourse to refer to

machines that require no human intervention for their

operation. Wallach and Allen (2013) recently specified

autonomous action by a robot simply as ‘‘unsupervised

activity’’. In the discourse, the claim that robots have

autonomy and will continue to have more is often used as a

premise—a starting place—for thinking about the impli-

cations of such robots. This means that little attention is

paid to what goes on inside the robots.2 The argument of

this paper is that attention to what goes on inside robots is

essential to understanding the responsibility issues.

To be sure, there are reasons for underspecifying what is

meant by autonomous robots. For one, the discourse is

focused on the future and we can only speculate about how

future robots will operate. Participants in the discourse use

concepts like autonomy, learning, and decision-making

metaphorically to characterize the envisioned robotic sys-

tems as having abilities comparable to familiar human

abilities. We have an idea of what it means to be autono-

mous in the case of human beings and these future narra-

tives extend that idea to machines. The use of such

metaphorical concepts may then suggest that the notion of

increasingly autonomous robots requires little further

explanation beyond referring to the corresponding human

capacities.

1 Hellstrom argues not exactly that autonomous robots will be

responsible but that we will be inclined to consider them responsible

when they are responsive to praise and blame. Asaro (2007) entertains

the possibility of robots being legally liable and subject to punishment

by comparing legal liability for robots to the legal liability of

corporations. Wallach (2013) suggests that: ‘‘If and when robots

become ethical actors that can be held responsible for their actions,

we can then begin debating whether they are no longer machines and

are deserving of some form of personhood.’’
2 There are exceptions to this as in the case of Matthias (2004) who

specifies several different kinds of programming that are considered

autonomous.
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Yet, another reason for underspecifying is that auton-

omy is not a clear or well-understood concept (Lee and

Brown 1994). Even in moral philosophy, where human

autonomy underpins the very possibility of ethics, auton-

omy is a highly contested concept. Autonomy is what

distinguishes humans from other kinds of entities and what

makes morality possible, but what it is and how humans

can have it and still be subject to the deterministic world

continues to be subject to debate in various philosophical

traditions, including action theory and metaphysics. The

variable meaning of the concept seems to facilitate agree-

ment that: robots will become more autonomous; that

enhanced autonomy will make robots incomprehensible to

humans; and, therefore, that humans will not be able to

control them.

The variable meaning of the concept of autonomy can

lead to miscommunication and unjustified expectations.

Metaphorical uses of concepts, like autonomy, are instru-

mental in allowing us to talk about and refer to things that

do not yet exist, but they are open to interpretation and the

similarities that one person draws between human and

machine autonomy might be different from the ones that

another person draws. For instance, moral philosophers

tend to have a different conception of autonomy as com-

pared to computer scientists (Noorman 2009). We therefore

have to look closely at the various conceptions of auton-

omy that are being used in discourse on autonomous

robots.

The consequences of leaving the notion of autonomous

robots underspecified can be illustrated by examining two

important positions in the discourse on responsibility and

autonomous robots: Sparrow’s argument (2007) against

killer robots and the suggestions that robots might be held

responsible for their own behavior.

No one will be responsible

Sparrow’s argument in ‘‘Killer Robots’’ (2007) provides an

illustration of how an underspecified notion of autonomy is

used to justify the claim that no humans will be responsible

for the behavior of (future) autonomous robots. For

Sparrow the claim that no humans can be responsible

leads to a focus on whether autonomous military robots

should ever be built or used. In this paper, our concern is

not to disagree with Sparrow’s claim that it is unethical to

use unpredictable robots for which no human can be

responsible in armed conflicts. Our concern is to show how

underspecified notions of autonomy direct attention away

from the range of possibilities for future robots and in

particular how the design of robots makes a difference in

whether and how humans can be responsible for them.

Sparrow argues that the use of autonomous military

robots is unethical because no humans can be held

responsible for their behavior. When the argument is

deconstructed, it appears to have three components: (1) a

principle that ‘‘it is a fundamental condition of fighting a

just war that someone may be held responsible for the

deaths of enemies killed in the course of it’’ (p. 67); (2) a

prediction that humans will put into warfare autonomous

military robots; and (3) a prediction about the autonomous

nature of these future robots. When it comes to the

autonomous nature of robots, Sparrow recognizes different

conceptions of autonomy. He points out that the term is

sometimes used to refer to weapon technologies already

used in the battlefield (e.g. a cruise missile). Here auton-

omy seems to only mean independence from immediate

human control. These weapons, he argues, are not different

from other modern long-range weapons in terms of the

ethical issues they raise. His concern, however, pertains to

the next generation of intelligent robots, which he assumes

to be autonomous in a different way. Based on claims made

by some prominent Artificial Intelligence (AI) researchers,

Sparrow assumes that future robots will make their own

decisions in an ‘intelligent fashion’ and will therefore not

be predictable. They will base their actions on their own

internal ‘desires’, ‘beliefs’ and ‘values’ (p. 65). These

features would make these technologies unpredictable and

therefore assigning responsibility problematic. The unpre-

dictability is not mere randomness, according to Sparrow,

and the autonomy of the systems cannot be captured by

‘‘the mere fact that they are unpredictable’’ (p. 70). How-

ever, it remains somewhat ‘‘mysterious’’, even by Spar-

row’s own admission, what the autonomy of these systems

entails and what distinguishes them from other ‘dumb’ and

unpredictable weapons (p. 71).

Although Sparrow uses scare quotes in the descriptions

of the next generation robots, he uncritically accepts the

claims of the AI researchers. In doing this, Sparrow passes

over the matter of what it means for a machine to have

internal desires, beliefs, and values. He acknowledges that

autonomy is a poorly understood and contested concept,

but he resolves to assume that if robots as described by the

AI researchers are developed, they will ‘‘have a strong

claim to be autonomous as well’’ (ibid). Taking this un-

derspecified conception of autonomy, he connects it to a

moral philosophical conception. Sparrow writes: ‘‘To say

of an agent that they are autonomous is to say that their

actions originate in them and reflect their ends. Further-

more, in a fully autonomous agent, these ends are ends that

they have themselves, in some sense, chosen’’ (ibid). Again

he passes over what it means for a machine to have ends

and to choose ends. He, thus, embraces a particular, yet

black-boxed, conception of future autonomous robots, one

that originates in an analogy with human autonomy in

moral philosophy.

Sparrow seems to recognize that autonomous robots

could be designed or used in ways that keep humans ‘in the
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loop’ but he is skeptical that this will happen. He predicts

that humans will choose not to keep humans in the loop

because the tempo of battle and the costs associated with

keeping operators in the loop will pressure humans into

choosing otherwise. He writes: ‘‘Weapons that require

human oversight are likely to be at a substantial disad-

vantage in combat with systems that can do without. Thus,

as soon as one nation is capable of deploying AWS

[Autonomous weapon systems] that can operate without

human oversight then all nations will have a powerful

incentive to do so.’’ (p. 69)

Sparrow might be right about this, but there is no way of

knowing. His claim is a prediction and highly speculative.

How humans will behave in the future depends on a whole

host of factors that may or may not come into play as

autonomous robots are developed and put into use. For

example, Sparrow’s paper might generate (or contribute to

generating) a public conversation that convinces the public

to protest the use of autonomous military robots; this, in

turn, might convince political and military leaders not to

put autonomous military robots into battle or to use them in

limited ways. His paper might even be interpreted as an

attempt to warn us not to develop and use such weapons.

Of course, that military leaders and nation states might

‘throw caution to the wind’ and opt to use autonomous

weapons without human oversight to kill enemies is one

possible trajectory of the future, though it is only one of

many. It is also possible that the human actors involved

will choose to keep human oversight and to hold on to

decision-making on the battlefield.

Generally, technologies are designed according to speci-

fications and tested for reliability and predictability. Admit-

tedly, knowing when something has been adequately tested is

a complex matter and technologies are, indeed, sometimes

released too soon. Nevertheless, this is precisely where relying

on a vague, metaphorical account of machine autonomy may

misdirect the discourse. How humans will make use of

autonomous robots depends on how they operate and what sort

of reliability and predictability can be achieved. Hence, if one

wants to speculate about future trajectories, one has to think

through the issues of reliability and whether or how autono-

mous robots will be amenable to reliability testing depends on

how they operate. So, even if we stay in the realm of predic-

tions, knowing what is likely to happen depends on what

autonomy means in the case of robots. Are the operations

deterministic or non-deterministic? What kinds of constraints

on robot operations can and should be programmed in? What

kind of limits will there be on reliability testing? Without

attention being given to reliability, it is far from clear that the

pressures of competitive warfare will lead humans to put

robots that they cannot control into the battlefield without

human oversight. And, if there is human oversight, there is

human control and responsibility.

Sparrow’s prediction that humans will put autonomous

robots for which no human can be responsible (because

they make their own choices and their actions originate in

them) into battle is based both on his prediction that

humans will decide to deploy them and also on his pre-

diction that such robots might exist. His argument is

hypothetical: if robots for which no human can be

responsible become available, then humans will deploy

them in warfare, and that will violate his just war principle.

That the argument is hypothetical is supported by Spar-

row’s own reluctance to claim that existing and future

robots are or will be fully autonomous. He writes that he

will remain ‘‘agnostic on the question of the extent to

which existing or future AWS can truly be said to be

autonomous’’ (p. 66).

The significance of this hypothetical argument depends

then on the plausibility or likelihood of robots for which no

human can be responsible. The idea of such robots—that

such robots might become available—is either a premise of

Sparrow’s argument or a prediction. If it is a premise, then

the argument is hypothetical and circular. Since he treats

autonomous robots as robots for which no human can be

responsible, then if such robots were put into use, they

would violate his just war principle. That is, by definition

robots for which no human can be held responsible violates

the principle that just war requires that someone may be

held responsible for deaths. On the other hand, if robots for

which no human can be held responsible is a prediction,

then it is a prediction not about, or not just about, the

development of robots, but about what humans will decide.

Humans will decide whether robots for which no humans

can be responsible ever come to be.

Whether such robots ever come to be depends both on

how robots are designed and what sort of responsibility

practices humans develop to make use of the robots. In

developing autonomous robots and putting them into use,

decisions will be made by humans as to how the robots will

operate, when they are reliable enough to be put to what

use, how they are deployed, with what level of oversight,

etc. So, whether or not robots for which no human can be

responsible become available will be the result of human

choices, human choices both in the sense that humans will

design the robots and the context of their use, and in the

sense that humans will draw the conclusion as to whether

humans can or cannot be held responsible for the robots.

Yet, how and where these choices are made are questions

that remain unaddressed and hidden from view in Spar-

row’s argument.

The argument that Sparrow makes in his Killer Robot

paper illustrates what happens when metaphorical claims

about machine autonomy are taken literally. He focuses his

attention on autonomous robots as robots for which no

human can be responsible as if that outcome were the only
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possible trajectory of the technology’s development. The

problem is that the plausibility and possibility of such

entities is not a matter of logic or even technological

evolution. Whether or not such robots come to be will be a

human decision made in the design and use of robots.

Unfortunately, attention to robots for which no human can

be held responsible distracts attention away from the

important human decisions that will shape the design and

use of autonomous robots.

Robots will be responsible

Another position taken in the discourse on responsibility

and autonomous robots is to consider that autonomous

robots could in the future be held responsible for their own

behavior. This position is rarely defended in depth; rather,

the idea is entertained as a possibility arising from

increased autonomy. For example, in a thorough analysis

of the future of autonomous robots done for the Office of

Naval Research, Lin et al. (2008) write: ‘‘we would be

hard-pressed to assign blame today to our machines; yet as

robots become more autonomous, a case could be made to

treat robots as culpable legal agents.’’ Legal responsibility

is different from moral responsibility but, still, even to

consider robots culpable or an entity of consideration in

legal processes is a big step. It is a step from thinking that

robot autonomy is like human autonomy (in certain

respects) to thinking that robot autonomy is or could be

equivalent to human autonomy for moral and/or legal

purposes. The step is facilitated, at least in part, by keeping

what goes on inside robots (that which is referred to as

autonomy) as a black box.

Asaro acknowledges the contentious nature of the con-

cept of autonomy and suggests a continuum of autonomy

ending in ‘full autonomy’. He suggests that in the future

fully autonomous robots will not only be able to think,

sense, and decide for themselves, but they might also

‘‘acquire moral capacities that imitate or replicate human

moral capacities’’ and ‘‘be capable of formulating their

own moral principles, duties, and reasons, and thus make

their own moral choices in the fullest sense of moral

autonomy’’ (2008, p. 2). In identifying a list of capacities,

Asaro begins to dig deeper into the nature of the envisioned

robots. However, each of the capacities is described in

metaphorical terms. Robot thinking, sensing, and deciding

are all terms used for human behavior that are being

extended to robots even though what robots do—how they

operate—is or is likely to be very different from what

humans do.

There might be good reasons in the future for making

robots legal entities of some kind. There might be good

reasons for considering robots moral entities (Johnson

2006) or considering them agents in certain contexts

(Grodzinsky et al. 2008). It makes sense to refer to certain

kinds of behavior in robots as autonomy for particular

purposes and in particular contexts. For example, when a

robot vacuum cleaner cleans our floors, it makes sense (and

is fun) to call the robot our housekeeper. Of course, we

know that though they have a similar outcome with respect

to our floors, a human housekeeper and our robot vacuum

operate quite differently. When autonomy in robots is un-

derspecified or left in a black box, it is easy to forget the

differences between the way humans operate and the way

robots operate.

Although the idea that current technological develop-

ments will eventually lead to human-like autonomy is a

dominant narrative in the discourse on autonomous robots,

the various levels and kinds of automation that we have

seen in the last century have never resulted in machines

that did exactly what human beings do. Automated systems

take over part of a process previously done by human

actors, performing it perhaps more efficiently, faster, or

with greater power, though not in the same way as human

actors.

Technologies do not merely replace human beings;

rather they complement and change human activity

(Parasuraman and Riley 1997). They allow human actors to

do things they could not do before, and as a result they shift

roles and responsibilities and create new ones. So it is with

robots. Tracing the distinctive ways in which robotic sys-

tems perform tasks is essential to understanding how tasks

and responsibilities are created and distributed across the

broader sociotechnical system. For technologies that do not

yet exist, however, we can only look at the negotiations

currently taking place about machine autonomy and what

autonomous robots should do in relation to human beings.

Examining these negotiations helps to make explicit the

choices that are currently being made about the distribution

of tasks and that frame and shape the adoption of respon-

sibility practices.

Negotiations around machine autonomy

Machine autonomy remains an elusive and ambiguous

concept even in computer science and robotics. Research-

ers have diverging conceptions of machine autonomy as

they use the concept for different purposes (Noorman

2009). In his book Autonomous Robots, Bekey (2005) takes

autonomy to refer to ‘‘systems capable of operating in the

real-world environment without any form of external

control for extended periods of time’’(p. 1). This rather

general definition is intended to cover human and biolog-

ical systems, as well as robotic systems. He maintains that

most robots are not ‘‘fully autonomous’’, as they are not

capable of surviving and performing useful tasks in the real

world for extended periods of time. Yet, he does argue that
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some robots can be said to have autonomy at some lower

level, as they are capable of operating in structured envi-

ronments without any human intervention. Other computer

scientist have offered more specific conceptions of

machine autonomy, highlighting particular aspects by

drawing analogies with capacities that make human beings

or biological systems autonomous, such as independence

from other agents in decision-making processes, the ability

to generate goals, or the degree to which the agent can give

rules to itself (Elio and Petrinjak 2005; Luck et al. 2003).

Then there are those who argue that conventional notions

of machine autonomy place too much emphasis on the

computational system as an isolated entity; they propose

definitions that highlight different aspects of human

autonomy, such as the ability to understand the moral and

social significance of certain actions (Murphy and Woods

2009; Falcone and Castelfranchi 2001).

The variety of conceptions of machine autonomy in the

discourse on autonomous robots reflects the many ideas,

ambitions and goals of the various social groups with a

stake in the development of these technologies. Actors

involved in the development of these technologies use their

own conceptions to set specific goals to strive for or

highlight particular aspects of their designs. For example,

they might describe software agents as being autonomous

in order to differentiate agent-based programming from

other more conventional ways of programming (Luck et al.

2005). As a result of the many conceptions of machine

autonomy, some would argue that autonomy has already

been achieved, while others, including the U.S. Department

of Defense (DoD), argue that machine autonomy is still a

goal to strive for. The concept is, thus, still very much

under negotiation.

Of all the social groups interested in the development of

autonomous robots, the U.S. armed forces are highly

influential in shaping the meaning of machine autonomy.

Organizations within the armed forces, characterized by a

strong emphasis on command and control, pressure for

particular conceptions of autonomy that configure it as a

bounded and measurable dimension of a technological

system, rather than an unlimited ability to freely choose

how to act. A closer look at these conceptions suggests that

there are important questions to be asked about responsi-

bility and autonomous robots other than the question

whether or not human beings can still be held responsible

for them.

The discourse of the U.S. armed forces suggests that the

forces have embraced the idea of autonomous robots, and

are pushing for even more autonomy. The Department of

Defense’s Research and Engineering Enterprise lists

autonomous vehicles as one of five priorities. The Army,

Navy, Air Force and Marine corps each have their own

programs for developing more autonomous vehicles and

since 2000, the Office of the Secretary of Defense has

published six Roadmaps for the development of unmanned

vehicles. These documents specify more autonomy as a key

objective (see for example U.S. DoD 2009, 2011).3

Despite this strong commitment to the use of autono-

mous technology, there are diverging ideas about what the

increased autonomy would entail. Some advocates suggest

that autonomous robotics will ‘take human actors out of the

loop’ completely. For example, (echoing Sparrow’s con-

cern) Adams (2001) claims that the growing need for

agility, speed and information will push the human out of

the loop. He argues that technologies will become so fast

and generate so much information that human involvement

will make these systems vulnerable. As he puts it, ‘‘the

military systems (including weapons) now on the horizon

will be too fast, too small, too numerous, and will create an

environment too complex for humans to control’’ (p. 58).

In other narratives, the autonomy of robots does not mean

that human actors are out of the loop. Human actors may

still be involved in decision-making processes that auton-

omous robots execute. As explained in the 2009 DoD

Roadmap: ‘‘First and foremost, the level of autonomy

should continue to progress from today’s fairly high level

of human control/intervention to a high level of autono-

mous tactical behavior that enables more timely and

informed human oversight’’ (p. 27). Here machine auton-

omy seems to refer to robotic systems that operate in

support of and in close communication with human actors.

So, although the military community is invested in the idea

that autonomous robots will have an increasingly important

role in the future, what this will entail is still subject to

negotiation.

In the negotiations about the meaning of autonomy, one

dominant theme is to define the concept in terms of the

degrees or levels to which a robotic system operates

without direct human intervention. Such definitions are

generally intended to make autonomy a measurable prop-

erty of a robotic system (Elliott and Stewart 2011).

Because it is a goal targeted to be reached in the near

future, the military wants to measure progress towards that

goal. This creates the need for a metric that evaluates,

classifies and ranks new technologies in terms of their

autonomous capabilities. In search of a metric, the

Department of Defense Joint Program Office (JPO), the

U.S. Army Maneuver Support Center, the National

3 In its Report on Technological Horizons, the Office of the Chief

Scientist of the U.S. Air Force concludes that the single greatest

theme to emerge from the report ‘‘is the need, opportunity, and

potential to dramatically advance technologies that can allow the Air

Force to gain the capability increases, manpower efficiencies, and

cost reductions available through far greater use of autonomous

systems in essentially all aspects of Air Force operations’’ (2010, p.

ix).
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Institute of Standards and Technology (NIST), the Army

Science Board and others have each offered their own set

of levels of autonomy or robotic behavior (Huang 2008,

Huang et al. 2003). In several Roadmaps, the DoD uses a

scale of Autonomous Control Levels (ACL) that ranges

from remotely guided to fully autonomous swarms. The

various military services have developed similar scales

with the aim of breaking autonomy down into identifiable

pieces.

The different proposed descriptions of levels of auton-

omy all serve to make autonomy a measurable property of

robotic systems. They typically define a taxonomy by

listing in discrete steps the assumed capabilities that would

allow a robotic system to perform a progressively larger

part of a particular process independently. The descriptions

of the levels are to be used to compare and evaluate new

autonomous technologies. The ACL scale used by the

DoD, for instance, is a simplified version of the chart

developed by the Air Force Research Laboratory (AFLR)

(Clough 2002). Researchers from the AFLR developed a

chart based on the OODA (Observe, Orient, Decide and

Act) loop, a conceptual device regularly used within the

military to analyze decision-making cycles in terms of four

sequential steps (Boyd 1987). For each step in the loop, the

researchers defined a scale with increasing levels of

autonomy. The levels of autonomy for the Decide step, for

instance, describe the extent to which an unmanned aerial

vehicle (UAV) is capable of making decisions based on the

data and information to which it has access. This scale

ranges from a UAV not making any decisions, to onboard

trajectory planning and avoiding collisions, to tactical

group planning and choosing tactical targets. The

descriptions of the various levels on all four scales defined

by the AFLR make machine autonomy a measurable

functionality of a UAV.

One thing that the various proposed descriptions of

levels of autonomy have in common is that they are rela-

tive to particular, often well-understood and clearly cir-

cumscribed, processes that the system is intended to

perform. Having been developed for particular application

domains and unmanned systems (e.g. ground, aerial), the

scales reflect the ideas of their creators about the kinds of

tasks and missions that the system is to perform and about

the type of environments in which the system is supposed

to operate (Huang et al. 2003). The scales of automation

measure the extent to which a robotic system is capable of

performing these tasks with limited or no guidance from a

human operator.

In this way, they echo more conventional notions of

machine autonomy as the high-end of an increasing scale

of automation. That is, this conception of machine auton-

omy, as the measurable dimension of a technology that

allows it to perform particular tasks unassisted by a human

operator, is reminiscent of various taxonomies or levels of

automation. Indeed one of the most prominent taxonomies,

Sheridan and Verplank’s (1978) scale of automation,

inspired many of the proposed levels of autonomy that we

currently find within military organizations.4

Sheridan and Verplank’s seminal work illustrates how

conceiving of machine autonomy as a measurable property

of robotic systems can be compatible with human control.

Sheridan and Verplank introduced their scale of automa-

tion to demonstrate the levels of control that can be shared

between human operators and computers (Sheridan and

Verplank 1978; Sheridan 1992). They consider automation

to be the mechanization of well-defined processes, in which

routine tasks are translated into some formalized structure

that allows human operators to delegate some level of

control to the automated system (Sheridan 1992). Auto-

matic systems on the lower end of the scale leave decision-

making and control to the human. Higher on the scale are

systems that limit the choices a human actor can make in

particular processes. For example, when the process to be

automated is driving a car, an automatic gear shifter

occupies a position somewhere on the lower end of this

scale, as it only takes over the task of shifting the gear at

the appropriate time. The driver still has to make decisions

about the appropriate speed, when to break, and how to

avoid obstacles. Higher levels of automation are attributed

to those systems that close the control loop over the pro-

cess. They are able to perform more tasks in the process

and they further limit the decisions that the human operator

makes. Thus, in a self-driving car equipped with navigation

software, sensors and obstacle avoidance algorithms, the

driver only has to monitor the behavior of the car, as it is

capable of navigating its way through (certain kinds of)

traffic at varying speeds. Sheridan and Verplank consider

an automated system to be autonomous when it is left to

perform all the steps in a particular process on their own,

i.e. humans have neither the need nor the ability to inter-

vene. Machine autonomy for them is, thus, about closing

the control loop over a particular process. It is therefore

bounded; it extends only as far as the process does.

Because Sheridan and Verplank’s conception of

machine autonomy is bounded, machine autonomy is

compatible with human control. Human actors define the

process that the machine is to perform and set constraints

on what counts as acceptable machine behavior. When a

machine’s behavior transgresses these constraints, its

behavior is considered a flaw or failure. Moreover, human

actors specify the conditions under which automated

4 A Task Force of the U.S. Defense Science Board defined autonomy

as ‘‘a capability (or a set of capabilities) that enables a particular

action of a system to be automatic or, within programmed boundaries,

‘‘self-governing.’’’’(U.S. DoD 2012).
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systems are allowed to perform tasks without human

intervention. They draft protocols and regulations for

appropriate use and create training programs to make sure

that operators understand the possibilities and limitations

of the system. However, while Sheridan’s and Verplank’s

scale of automation is compatible with human control, it

is—much like the autonomy levels defined by the various

military services—blind to the work done by all these other

human actors, because it only looks at the control rela-

tionship between human operators and the automated

system.

Consider the US Navy’s Phalanx system.5 The Phalanx

close-in weapon systems (CIWS)—designed to be the last

line of defense against anti-ship missiles—is able to auto-

matically search, detect and track missiles headed towards

the ship and evaluate the threat. Once it has been turned on

and it detects a target, it can, in principle, automatically

fire. This system has a high ranking on Sheridan and

Verplank’s scale for the process of finding, searching and

engaging targets. It closes the control loop over this process

in the sense that the human operator has limited opportu-

nity to intervene in how the Phalanx executes the process

and cannot direct it to a different target once it is in

operation. Yet, the development of this technology was the

result of a careful crafting of the various components that

make up the system. Software developers had to analyze

and model the processes involved in locating, tracking, and

engaging incoming missiles based on radar data, and they

had to translate these processes into algorithms. In col-

laboration with users and military authorities they deter-

mined the appropriate parameter settings and acceptable

thresholds that the algorithms require in order to make

decisions about, for instance, whether or not a detected

object is a missile heading towards the ship. To make sure

the system would work as intended and within the limits of

acceptable behavior, the software had to be verified, vali-

dated and subjected to numerous experiments and tests.

Moreover, protocols and training programs had to be

developed for the appropriate use of the system. And when

accidents occurred, the technology and protocols had to be

reevaluated and fine-tuned. So, although the system is able

to perform independent of direct human control for a per-

iod of time, human actors defined the processes, set the

constraints on appropriate behavior, and determined the

conditions under which the system could be used. In this

way, human actors are in control of how the system per-

forms and what risks are acceptable.

Still, it would be misleading to suggest that all military

actors in the discourse on autonomous robots think of

autonomy as equivalent to high levels of automation, for

some sharply distinguish machine autonomy from

automation. For example, some argue that unlike automatic

systems, autonomous robots (of the future) will only have

to be instructed as to what to do, not how to do it (Marra

and McNeil 2013). They assume that human operators and

designers will not have to fully specify in advance the

behavior sequences that a machine initiates in response to a

particular input. In its 2011 Roadmap, the DoD argues that

automatic systems are ‘‘fully preprogrammed and act

repeatedly and independently of external influence or

control’’ (2011, p. 43). They are able to follow a predefined

path while compensating for small deviations caused by

external disturbances. In contrast, autonomous systems are

‘‘self-directed toward a goal in that they do not require

outside control, but rather are governed by laws and

strategies that direct their behavior’’ (ibid). Their behavior

in response to certain events is not fully specified or pre-

programmed. According to the DoD ‘‘[a]n autonomous

system is able to make a decision based on a set of rules

and/or limitations. It is able to determine what information

is important in making a decision’’ (ibid.).

This conception of machine autonomy seems to imply

that autonomous robotic systems would somehow be more

flexible and unpredictable, as compared to automated

systems, in deciding how to proceed, given predefined

goals, rules or norms. Such a conception may give some

the impression that human operators as well as developers

would have less control over the behavior of the system.

The machine not only operates independent of the human

operator, but also, to a certain extent, independent of its

human creators.

However, even here, machine autonomy does not mean

that machines are free in the choices that they make; the

conditions for deciding on how to proceed are carefully set

by human actors. Human actors exert their influence in at

least three ways. First, much like in the Phalanx case,

developers and designers delimit the problem that the

robotic system is intended to solve and thus set constraints

on its behavior. One of the capabilities that the DoD sug-

gests in its 2011 Roadmap as required for more autono-

mous operation is multisensory data fusion (MDF). MDF is

necessary for processes like path planning, obstacle

detection and tracking as well as map building. In order for

a robot to better understand its surrounding, data from

various sensors needs to be combined and converted into

meaningful information. MDF algorithms tend be based on

probabilistic methods or machine learning techniques.

Such algorithms model the behavior of a particular physi-

cal system or environment based on assumptions about the

characteristics and uncertainties of that system or domain

(e.g. is it a linear dynamic system?) as well as the char-

acteristics of the available sensors (Khaleghi et al. 2013).

Such systems are able to operate more flexibly than a pre-

programmed deterministic algorithm because they allow5 See http://www.raytheon.com/capabilities/products/phalanx/.
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for variations and can respond to certain unforeseen con-

tingencies. Yet, this flexibility is a function of the problem

definitions that the developers or programmers of the

algorithm have formulated. Although they do not have to

specify all the possible situations the system may

encounter, they generate a model that approximates the

behavior of particular aspects of the world and their

uncertainties based on prior knowledge and experience.

A second way that human actors exert their influence on

autonomous robots that are somehow more than automatic

systems, is through norms and rules; even in future sys-

tems, norms and rules will still govern the behavior of

autonomous systems. The DoD, for example, in its 2011

Roadmap, expects machine autonomy to involve machines

that adhere to laws and strategies provided by human

actors. In the autonomous systems envisioned by DoD

machine behavior could vary as long as it stays within

these predefined constraints (2011). Note that this would be

a remarkable feat, as it would require these robots to

interpret laws and strategies and apply them appropriately

in ever changing sociotechnical contexts.

A third way that human actors exert their influence on

autonomous robots has to do with predictability. Con-

ceiving of autonomous robotic systems as somehow more

flexible and nondeterministic than conventional automation

calls for an increased emphasis on reliability and trust in

technology, and the need to develop better methods for

verification and validation (V&V). The autonomous sys-

tems envisioned in the DoD’s 2011 Roadmap would only

be allowed to operate autonomously if they exhibit pre-

dictable and reliable behavior. A helicopter would be

allowed to fly into an unknown environment avoiding

obstacles and threats if the software controlling the heli-

copter would adhere to certain expectations and norms. For

instance, it should not fly into trees, it should execute given

instructions and it should fly between way points in a

limited amount of time. The DoD states in this Roadmap:

To ensure the safety and reliability of autonomous

systems and to fully realize the benefits of these

systems, new approaches to V&V are required. V&V

is the process of checking that a product, service, or

system meets specifications and that it fulfills its

intended purpose (p. 50).

An emphasis on verification and validation can also be

found in the Technological Horizons report of the Air

Force: ‘‘Achieving these gains will depend on development

of entirely new methods for enabling trust in autonomy

through verification and validation (V&V) of the near-

infinite state systems that result from high levels of

adaptability and autonomy’’ (p. ix). The authors argue that

although it is possible to develop systems with relatively

high levels of autonomy, it is the lack of suitable V&V

methods that stands in the way of certifying these

technologies for use (U.S. Air Force 2010, p. IX). They

claim that in the near- to mid-term future developing

methods for ‘‘certifiable trust in autonomous systems is the

single greatest technical barrier that must be overcome to

obtain the capability advantages that are achievable by

increasing use of autonomous systems’’ (p. 42). The

assumed nondeterministic character of future autonomous

systems, thus, creates a demand for new ways of predicting

and understanding and for controlling these technologies.

This kind of control of autonomous systems is partly in the

hands of those who develop V&V methods or other

methods of ensuring trust and confidence in these systems.

The need for reliability and predictability as well as the

desire to constrain and regulate envisioned autonomous

systems is not surprising given the hierarchical nature of

military organizations. Within these organizations respon-

sibilities are explicitly and formally distributed along a

chain of command according to international and national

laws and regulations. Such laws and regulations make clear

who has the authority to make certain kinds of decisions

and who should be held accountable for the outcome of

these decisions. Military leaders and commanders are

assigned responsibility even if they do not directly control

the outcome, because they are accountable for setting and

creating the conditions under which their subordinates act.

Command responsibility, for instance, is a guiding princi-

ple in military organizations and operations, where com-

manding officers are required to sign off on decisions and

assume responsibility for the units under their command.

This means that those in charge set parameters on appro-

priate behavior and have a form of strict liability with

regard to the actions of those under their command. Sim-

ilarly, commanders and military leaders have a responsi-

bility in formulating the rules of engagement, which

includes specifying how and which weapons may be used,

and they may be held to account for their decisions. The

hierarchical distribution of responsibility constrains the use

of unpredictable autonomous technologies. A commander

in such an environment would be reluctant to allow his or

her subordinates to deploy a robot that they know is

unpredictable for fear that they would be held responsible

for violating the laws of armed conflict as a result of the

robot’s rogue or unethical behavior (Schulzke 2012).

None of the various conceptions of machine autonomy

described above imply that human actors are not in control

of the technology they create and deploy. Rather, making

robots autonomous in various ways means that human

actors have different kinds of control. Human actors exert

their influence as they choose the mathematical and prob-

abilistic models that will guide the behavior of the robotic

system; as they formulate restrictions on the conditions for

use and specify and verify the levels of reliability and
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predictability that robotic systems need to exhibit.

Designers, developers, human operators as well as man-

agers, regulators and policy makers, thus, set constraints on

what robotic systems can and cannot do. The question,

then, is how will responsibility for these systems be dis-

tributed among the human actors who are essential to the

development and operation of autonomous systems.

Negotiating responsibility strategies

The view (represented by Sparrow) that no human actors

can be, or will in the future be, responsible for the behavior

of autonomous robots results from use of a conception of

machine autonomy that draws an analogy with human

autonomy. In effect, the autonomy of robots is treated as a

black box, leaving its workings opaque, and then drawing

out implications as if machine autonomy were the same as

human autonomy. The assumption is that the robot will do

things on its own volition. However, when the black box is

opened up and we see how autonomy is understood and

‘made’ by those involved in the design and development of

robots, the responsibility questions change significantly.

The important question is not whether human actors can be

held responsible (they can), but how tasks are distributed

among human and non-human components of the system,

whether the machine parts have been adequately tested,

whether the human actors involved have been adequately

trained for their tasks, what risks are involved, and how

those risks are being managed and minimized.

As shown in the previous section, opening up the black

box reveals that machine autonomy is not a single idea.

There are a variety of conceptions, and each has different

implications for responsibility. Even when autonomous

systems are understood to be capable of adapting to their

environment and learning from experience, the uncertainty

in the algorithms that govern the behavior of these systems

does not necessarily mean that no human actors can be held

responsible. ‘Adaptive’ and ‘learning’ are metaphors too

and need to be unpacked. Probabilistic or machine-learning

algorithms that enable a robotic system to adapt and learn

do not just exhibit random behavior, they are designed to

perform particular tasks and the extent to which their

behavior can vary is constrained by their human developers

and operators. Responsibility questions for these technol-

ogies have to do with the decisions and strategies employed

in designing the system or in the operation of the system.

Did the designers of the system construct accurate models

of the problem domain? Did they provide an appropriate

interface for human actors to interact with the system? Did

they adequately test the system? Did those that deployed

and used the system sufficiently take the known risks into

account? These are questions that will come up when

something goes wrong and we want to trace back who or

what is at fault. They also come up when thinking about

how to design these systems so that they are safe and can

be accounted for.

Human actors can, thus, be assigned responsibility.

Responsibility can be assigned to those who decide where

and how robotic systems will be deployed and to those who

validate and verify the behavior of the autonomous system.

A human commander or operator still provides a goal for

the robot to perform, and people have been involved in

translating that goal into robot behavior. Developers of the

software that control the robot define the possible range of

behavior that robots can exhibit. How and when responsi-

bility can be assigned to these people and what practices

can be developed to do so should be part of the current

discussions about the future of autonomous robots.

When it comes to complex human–machine ensembles,

including autonomous robots, there are established prac-

tices to assign and ascribe responsibility (Noorman 2013).

These responsibility practices are both backward- and

forward-looking but they work together and inform each

other. Forward-looking responsibility involves decisions

about which tasks and duties are going to be assigned to

which individuals or non-human components, that is, who

will be responsible for what. Backward-looking responsi-

bility involves tracing back where precisely an error or

errors occurred after an untoward event has taken place.

The fault may lie in how the software was programmed to

behave, how human actors in various roles behaved, the

comprehensibility (friendliness) of the interface between

the human actors and hardware, and so on. Backward-

looking responsibility generally relies on or at least pre-

sumes something about forward-looking responsibility.

That is, when we understand how tasks and responsibilities

were assigned in a system, it helps us to understand what

went wrong. Also, when we trace back the cause of a

failure we may discover that something else should have

been, and in the future should be, delegated to a human or

non-human component. For example, we may discover that

another human should be put in a particular loop.

None of this is to say that the responsibility issues of

autonomous robots are easy to identify or address. The

complexity of autonomous robotic systems involves com-

plex technological components, many human ‘hands’, and

human–machine interfaces, and this means responsibility is

distributed broadly. Thus it can be a daunting challenge to

trace back who or what is at fault when something goes

wrong (Johnson and Powers 2005). Investigations often

lead in many directions since accidents can be caused by

human error (bad judgment, negligence), failures in the

artifacts, or failures in the human–machine interfaces.

Moreover, for many automated systems no single human

operator or developer can fully comprehend or directly
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control what the whole system does. In closed environ-

ments where conditions can be controlled, automated

behavior may be predictable, but human–machine systems

often operate in open environments where contingencies

cannot be fully anticipated (Perrow 1999).

Our opening of the black box indicates that instead of

asking whether human actors can be responsible for

autonomous robot behavior, we should be focused on

developing responsibility practices that work to minimize

risk and that clearly establish lines of accountability. Such

practices can incorporate strategies that are already part of

established practices, including some of the strategies

mentioned earlier such as strict liability law and validation

and verification techniques. Responsibility practices also

include assigning duties and obligations to human actors in

the system and making sure that the human actors can

manage the machines and in particular machine failure.

As military robots become more and more sophisticated

and decision-making tasks are increasingly assigned to

robots, it may be that new practices will have to be devel-

oped to ensure that the systems can be managed appropri-

ately. That is, we have to negotiate about how to best assign

forward- and backward-looking responsibility and what that

entails. New strategies and mechanisms for holding human

actors responsible will have to be negotiated. As more tasks

are delegated to machines and responsibilities are distrib-

uted, human actors including those who test the behavior

and set the constraints of acceptable behavior for the robots

will likely have to acquire new skills and knowledge.

Technologies that use probabilistic or machine-learning

algorithms may exhibit more flexible behavior than con-

ventionally automated systems. The people that deploy and

use these technologies and interact with them will have to

know how these technologies generally behave and what

their possibilities and limitations are. Negotiations about

these strategies are already underway in the development of

autonomous robots.

Conclusion

Our analysis suggests that discourse about autonomy and

responsibility is a nexus of negotiation about what auton-

omous robots will be. It shows that the development of

autonomous military robots does not necessarily mean the

end of human responsibility, as is sometimes suggested by

narratives that claim that human actors will inevitably lose

control over increasingly autonomous robots. There are

currently many conceptions of machine autonomy that

have different implications for the assignment and distri-

bution of responsibility. Some of the proposed definitions

found in military reports and Roadmaps describe machine

autonomy as a measurable and bounded function or

capacity of robotic systems. That is, autonomous systems

can operate on their own for extended periods of time, but

human actors are in control of how, when, and where they

are allowed to operate.

This is not to say that we should stop being concerned

about the tasks assigned to the non-human components of

military robots. On the contrary, concerns about responsi-

bility should continue to be part of the negotiations, and

should shape the delegation of tasks to the human and non-

human components of these systems. Instead of focusing

on the question whether robots themselves or human actors

can be held responsible for the behavior of robots, attention

should be focused on the best allocation of tasks and

control to human and non-human components and how to

best distribute responsibility accordingly. The ascription of

responsibility is therefore an integral part of the develop-

ment and design of robots. Delegation of responsibility to

human and non-human components is a sociotechnical

design choice, not an inevitable outcome of technological

development. Robots for which no human actor can be held

responsible are poorly designed sociotechnical systems.
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