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1. Introduction

Sherlock Holmes, Hercules Poirot, Sir Henry Merrivale, and even Dr. Gregory House have long been admired for their ability to solve mysteries using logic, deductive reasoning, and inferences from circumstantial evidence. However, the creators of detective stories and TV dramas almost never rely solely on this type of evidence. The detective story or TV episode will typically include a climactic scene in which direct evidence, such as a confession by the culprit, is presented. This serves to reassure the readers and viewers that the inferential arguments were indeed correct. The implicit assumption seems to be that inferences are insufficient to determine the culpability of the suspect (an assumption which is reinforced by the technique of incorporating misleading circumstantial evidence into detective stories and TV dramas).

The same is plausibly true in the courtroom. There are grounds to believe that judicial factfinders treat direct and circumstantial evidence differently and are more reluctant to impose liability on the basis of circumstantial evidence alone (Heller 2006, pp. 247-55). In exhibiting this reluctance, factfinders sometimes follow legal norms that caution against relying on circumstantial evidence, but more often disregard legal norms that deny the relevance of this distinction (Greenstein 2009). Scholars largely
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agree that this tendency is indefensible (Wigmore 1983, pp. 957-64; Heller 2006; Greenstein 2009). In fact, it is sometimes noted that circumstantial evidence is more reliable than direct evidence, and thus discounting its probative value is a “paradox” (Heller 2006, pp. 247-55; see also Greenstein 2009, p. 1803).

Several explanations have been offered for the tendency not to impose liability solely on the basis of circumstantial evidence, but most are incomplete at best. They are insufficient because too often they conflate the direct vs. circumstantial evidence distinction with related ones, such as between eyewitness testimonies and scientific data, between concrete and statistical proof, and between probabilistic and conclusive evidence. Once we recognize that circumstantial evidence may be either eyewitness or forensic, concrete or statistical, probabilistic or conclusive, and so forth, we can appreciate the limitations of theories that rest on these distinctions.

This article describes new experiments demonstrating that even when we have controlled for such factors as the eyewitness/forensic, concrete/statistical, and probabilistic/conclusive character of the evidence, the disinclination to impose liability based on non-direct evidence remains. While our findings do not necessarily refute the existing theories, they indicate that these theories are incomplete and point to the existence of a deep-seated bias against basing liability on inferences from circumstantial evidence—an anti-inference bias. Like other biases and heuristics, the anti-inference heuristic very often yields accurate judgments, yet it also gives rise to systematic errors.

The article is structured as follows. Section 2 defines circumstantial evidence and surveys the extant explanations for the persistent reluctance to base criminal and civil liability on such evidence. Section 3 presents four experiments designed to inquire whether this reluctance is unique to statistical, probabilistic, inconclusive, forensic, or non-case-specific evidence. Section 4 first analyzes the contribution of our results to a better understanding of the phenomenon and then discusses the potential normative implications of our findings.

2. DOCTRINAL AND THEORETICAL BACKGROUND

Direct evidence, if accepted, proves a material fact without the mediation of a deductive process. Circumstantial evidence, in contrast, even if accepted, requires an additional mental step of inference in order to determine whether the material fact did or did not exist (Moore et al. 1996, pp. 2-3; McCormick 2006, p. 308; Murphy 2008, pp. 20-21). The very existence of this distinction is contested analytically. Some commentators argue that any determination of facts by judges or juries—including determination based on eyewitness testimony—inevitably involves inferences (Wigmore 1983, pp. 952-56); hence direct evidence is a myth (Greenstein 2009).\(^1\) Indeed, elements of what is conventionally viewed as direct evidence are sometimes circumstantial. For instance, when a litigant takes the stand and testifies that she made an oral agreement with the defendant on a certain date, her testimony would conventionally be viewed as direct evidence. However, typically much of this testimony will refer to the prior relationships between the parties and their subsequent

\(^1\) This position echoes the reductionist view in the philosophical debate over the epistemological problems of testimony (see generally Coady 1992; Adler 2006).
behavior, in order to corroborate the litigant’s assertion that the alleged agreement was actually made. These parts of her testimony are analytically circumstantial evidence (Bergman 1996, pp. 988-89; Moore et al. 1996, pp. 3-4). One may thus distinguish between evidence that is perceived as wholly circumstantial and evidence that is not. In addition, to some extent the distinction between the two types of evidence is a matter of degree: Some evidence requires more inferential steps than others to draw a conclusion about the material fact. These complexities notwithstanding, the distinction between direct and circumstantial evidence is entrenched in popular and legal vocabulary. Whether or not one accepts the analytic critique of the distinction, this critique does not negate the impact of the distinction on people’s perceptions and decisions. Inasmuch as people treat circumstantial evidence differently than direct evidence, this differentiation may have considerable ramifications in both criminal and civil litigation, as often there is no direct evidence bearing on the disputed facts.

As a doctrinal matter, some legal systems instruct, or used to instruct, factfinders to avoid convictions based exclusively on circumstantial evidence (on the rule in Jewish law, see, e.g., Rosenberg and Rosenberg 1995, pp. 1376-90). Other legal systems have allowed factfinders to rely on such evidence, yet have required them to exercise special caution in both criminal and civil cases (Wigmore 1983, pp. 957-61, 963; Rosenberg and Rosenberg 1995, pp. 1390-402; Greenstein 2009). At times, stricter limitations have been imposed on drawing an inference upon an inference, namely inferring the existence or non-existence of a material fact from another fact that was itself inferred from other evidence. According to one version of this limitation, even in civil litigation, an inference upon an inference is impermissible, and according to another version it is only permitted if the first inference meets the “beyond a reasonable doubt” standard (Cohen 1977, pp. 68-73; Eggleston 1983, pp. 35, 39-40, 237-40; Wigmore 1983, pp. 1106-19; Foster 1994).

Clearly, the modern trend (rooted in early modern England, Shapiro 1991, pp. 240-41), is to abandon rules limiting the use of circumstantial evidence, including an inference upon an inference. Instead, factfinders are instructed to determine the reliability and weight of any evidence, direct or indirect, without prejudice against the latter (Eggleston 1983, pp. 35, 39-40, 237-40; Wigmore 1983, pp. 957-64, 1120-38; Rosenberg and Rosenberg 1995, pp. 1400-02; Greenstein 2009, p. 1803; Phipson 2010, p. 5). Vestiges of the distrust of circumstantial evidence can nevertheless be found in jury instructions in some jurisdictions (e.g. Mississippi Model Jury Instructions – Criminal §1:18 (2011): “The court instructs the jury that if the State has relied on circumstantial evidence to establish its theory of guilt of the defendant, then the evidence for the State must be so strong as to establish the guilt of the defendant, not only beyond a reasonable doubt, but the evidence must be so strong as to exclude every other reasonable hypothesis other than that of guilt”) and in case law (Hammarskjold 2011, pp. 1120-22; see also Phipson 2010, p. 414). In the same vein, while the rule restricting an inference upon an inference has largely been abandoned, it is still in force in some jurisdictions (Foster 1994).

Commentators generally agree that the prejudice against circumstantial evidence is unwarranted (e.g. Wigmore 1983, pp. 957-64; Foster 1994; Greenstein 2009; but see Rosenberg and Rosenberg 1995, pp. 1402-22). Yet, empirical and experimental studies have long demonstrated that factfinders are far more inclined to base their conclusions...
on direct evidence. Factfinders tend to undervalue the reliability and probative value of circumstantial evidence, including statistical and forensic (Goodman 1992; Nance and Morris 2005; Heller 2006, pp. 250-52), and to overvalue the trustworthiness and weight of direct evidence, such as eyewitness testimonies (Lindsay et al. 1981; Penrod and Cutler 1995; Heller 2006, pp. 247-50, 253-54).

Several explanations have been offered for this phenomenon. One is that unlike direct evidence, inferences are based on generalizations “which by definition are accurate less than 100% of the time” (Bergman 1996, p. 988). Even reliable circumstantial evidence may be compatible with numerous competing inferences; hence it is necessarily “polyvocal,” to use the term coined by Heller (Heller 2006, pp. 267-68; see also Moore et al. 1996, pp. 4-7). Another explanation does not assume that circumstantial evidence is objectively less conclusive than direct evidence, yet argues that it may be perceived as such. Focusing on people’s reluctance to use statistical evidence as a basis for imposing liability, it has been argued that factfinders make decisions on the basis of subjective probability estimates, which often differ from the objective probability (Tribe 1971; Thompson and Schumann 1987). Factfinders may believe that the reliability and probative weight of circumstantial evidence is considerably lower than it actually is, and therefore be reluctant to rely on it (the opposite would hold for direct evidence).

A third explanation focuses on the typical features of eyewitness testimonies, often atypical of circumstantial evidence. Inter alia, eyewitness testimonies provide “a verbal representation of the crime itself,” whereas indirect evidence is often abstract (Heller 2006, p. 265). Direct evidence is a story-like narrative, while arguments based on circumstantial evidence often resemble deductive reasoning (id., pp. 265-67). The former are often vivid, concrete, and stirring, while the latter are pallid, general, and unexciting (id., pp. 276-80). These characteristics make it easier for factfinders to form a coherent story of the events from direct evidence (Cf. Scurich and John 2011, pp. 58-59).

A fourth explanation, resonating with both the alleged generalization-based nature of circumstantial evidence (underlying the first explanation) and its non-concrete quality (part of the third explanation), has to do with the case-specificity of the evidence. A central justification for the reluctance to accept a claim on the basis of naked statistical evidence draws on the distinction between the probability that a certain fact is true and the weight or resiliency of the evidence supporting the claim. Decision-makers may sensibly reject a claim even if the probability that the plaintiff’s version is correct meets the controlling standard of proof, if assessment of this probability rests on too little information or on general, non-case-specific evidence (Cohen 1977; Kaye 1987; Stein 2005, pp. 40-56, 80-106).

Yet another possibility is that from the perspective of the factfinders, decisions based on testimonies and other direct evidence involve a smaller degree of responsibility. If it turns out that a testimony was inaccurate or deceptive, the factfinder can rationalize that the witness is to blame for the erroneous verdict. In contrast, if it transpires that liability was erroneously imposed due to a faulty inference from circumstantial evidence, the responsibility arguably lies with the factfinder (Heller 2006, p. 287). To avoid a feeling of regret, a factfinder would likely be disinclined to rely on circumstantial evidence. This explanation bears some similarity
to the epistemological notion that when a speaker makes testimonial assertions, she undertakes responsibility for the accuracy of what she says; and when a hearer takes a speaker’s word for something, she ascribes her authority, a normative ascription (Adler 2006; Keren 2007).

The sixth and seventh theories were originally offered in the context of naked statistical evidence and later extended to circumstantial evidence more generally. Gary Wells (1992, p. 746) conjectured that “in order for evidence to have a significant impact on people’s verdict preferences, one’s hypothetical belief about the ultimate fact must affect one’s belief about the evidence.” For example, the mere fact that 80% of the buses in a certain town belong to the blue bus company and 20% to the grey bus company is insufficient to find the former liable for an accident caused by an unidentified bus, because the determination of liability would not change one’s belief about the accuracy of the statistical fact. In contrast, when a weigh-station attendant testifies that according to his records, a blue bus was weighed in the nearby station just before the accident—thus tying that bus company to the accident—the determination of liability would more likely bear on the reliability of this testimony, even if the defendant had already established that the records were wrong 20% of the time.

Finally, according to the ease-of-simulation explanation—offered by Keith Niedermeier and his coauthors (1999), inspired by Daniel Kahneman and Amos Tversky’s simulation heuristic (1982), and later elaborated on by Kevin Heller (2006)—the willingness to ground liability on statistical/circumstantial evidence depends on how easily one can imagine an alternative scenario that would be compatible with the evidence. Arguably, it is easier to imagine such a scenario when the only evidence is circumstantial, since by its very nature, such evidence does not prove the material fact itself. Hence, factfinders are considerably less willing to find defendants liable on the basis of such evidence. This explanation is associated with the third explanation discussed above, as direct evidence helps the factfinder to form a coherent story of the events, which then makes it harder to imagine an alternative story. In the same vein, Deanna Sykes and Joel Johnson (1999) argued that since comprehension of a witness’s assertion entails an initial belief in that assertion, undoing the mental representation created by the testimony and imagining an alternative scenario require cognitive effort. Such an effort is not required when
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2 Following the experimental design of Wells (1992), Niedermeier et al. (1999, pp. 536-39) presented the participants in their study with various vignettes describing a legal suit for damages. The lawsuit was filed by a woman whose dog was killed by a bus. In all the vignettes, there was an objective probability of 80% that the defendant—one of the only two bus companies in the county—was responsible for the accident. In the “complete match” version, the evidence was based on a comparison between the tracks left by the bus that ran over the dog and the tracks of all the buses belonging to the two companies. Each company operated ten buses, and the track prints matched eight of the defendant’s buses and two buses belonging to the other company. In the “partial match” version, there was a partial match with only one of the defendant’s buses and one of the other company’s buses, indicating that there was an 80% probability that the defendant’s bus was the one that ran over the dog, and a 20% chance that it was a bus belonging to the other company. The responders were asked to indicate whether they would accept the claim and to assess the probability that the defendant’s bus was involved in the accident. While the assessed probability was similar under the two conditions, the willingness to accept the claim was much lower in the complete-match condition, arguably because in this case it was easier to imagine that a bus belonging to the other company killed the dog. Cf. Scurich and John (2011, p. 58).
decision-makers are presented with probabilistic evidence that does not include a concrete assertion that needs to be undone.

All of these explanations can be—and have been—challenged. Thus, for example, the generality of the subjective probability argument (the second explanation), was called into question by Wells (1992), who instead offered the fact-to-evidence theory. Wells’s theory was in turn challenged by Niedermeier et al. (1999) and Sykes and Johnson (1999), who proposed the ease-of-simulation explanation. The ease-of-simulation explanation was subsequently called into question by Arkes et al. (2011). As the experiments in the next section demonstrate, none of these arguments captures the full scope of the factfinders’ bias against indirect evidence.

3. EXPERIMENTAL FINDINGS

3.1. Experiment 1 (“Highway”): Conviction Based on Technological Evidence

The first experiment was designed to examine how the type of evidence impacts on the willingness to impose criminal liability, namely convicting a driver of a traffic violation. Specifically, the experiment examined the difference between evidence that directly establishes the defendant’s fault and evidence that establishes fault indirectly, requiring an additional inferential step. Both the direct and the inference evidence were technological.

3.1.1. Participants. Eighty-eight law students (57 women, 31 men), who had finished their first year of studies, participated in this study. They ranged in age from 19 to 40, with a mean of 24.

3.1.2. Experimental Design. We used a between-subject design, presenting each participant with one of two versions of a short scenario, followed by three questions. The “direct-evidence” condition read as follows:

Speed cameras were installed on a toll road. The probability of an error in the camera system is 2%. The speed limit on this road is 100 KPH. According to the camera, a driver drove his car at a speed of 125 KPH late at night.

The “inference” condition was:

Cameras that document the exact time at which each vehicle passes by them were installed on a toll road. The cameras do not document the speed of the passing vehicle, but from the distance between the cameras and the time that elapses between the points they document, it is possible to infer the driver’s speed in that section of the road. The probability of an error in the camera system is 2%. The speed limit on this road is 100 KPH. According to the time elapsed and the distance between the two cameras, a driver drove his car at a speed of 125 KPH late at night.

Responders were reminded that the standard of proof in such cases is “beyond a reasonable doubt” and asked to indicate whether they would convict the driver of violating the speed limit. Those who decided affirmatively were then asked to indicate the penalty they would impose on the driver. The penalty could range from 50 NIS to 1000 NIS (one NIS roughly equals 0.25 US$). Finally, all responders were asked to
rate the fairness of conviction on the basis of the evidence presented, using a scale of 0 to 100, where 0 indicates “absolutely unfair” and 100 “absolutely fair.”

The two questionnaires were posted on a website designed for controlled judgment and decision-making experiments. Responders were recruited by an e-mail message sent to students at the Faculty of Law of the Hebrew University of Jerusalem. To encourage participation, one out of ten participants was randomly selected to win a prize of 100 NIS. Responders were randomly assigned to one of the two conditions.

3.1.3. Results. The rate of convictions differed by condition: 81.4% of the responders in the direct-evidence condition decided to convict the driver, while only 60% of the responders in the inference condition did (chi-square=4.835, p=.028). The average fine, counting acquittals as a fine of zero, was not significantly affected by condition (300.3 and 286.2 for direct-evidence and inference, respectively; p=.832).³ The mean fairness rating of convicting the driver in the direct-evidence condition (74.8 on a scale of 0 to 100, where 0 is absolutely unfair and 100 absolutely fair) was higher than in the inference condition (66.1 on the same scale), albeit marginally significant (t(86)=1.64, p=.1).

Interestingly, the effect of the condition, direct evidence vs. inference, was possibly mediated by the effect of this factor on the judgment of fairness. Predicting conviction decision by a logistic regression analysis that includes both the condition (direct evidence vs. inference as a dummy variable, coded as 1 for direct evidence and 0 for inference condition) and fairness judgments as independent variables renders the effect of the condition non-significant (B=.782, Wald=1.422, p=.233 and B=.072, Wald=20.696, p<.001 for condition and fairness, respectively).

3.2. Experiment 2 (“Enforcement”): Ex ante Policy Making

The second experiment examined whether the results obtained in experiment 1, which used a between-subject design mimicking an ex post judicial decision, would be replicated in a within-subject design mimicking an ex ante choice of an enforcement system. It also tested the strength of the responders’ preference for any system by exploring whether they would favor it even if it were less accurate than the alternative system.

3.2.1. Participants. Forty-nine first-year law students participated in the study (31 women, 18 men). Their ages ranged from 18 to 32, with a mean of 23.

3.2.2. Experimental Design. Participants were asked to imagine that they were members of a team of experts whose job is to set policy regarding the enforcement of traffic laws. They were asked to choose between two speed-enforcement systems. One system was based on speed-enforcement cameras, as in the direct-evidence condition of experiment 1. The other system was based on two cameras documenting the exact time at which a car passes by, from which it is possible to infer the driver’s speed, as in the inference condition of experiment 1. It was further indicated that the cost of

³ Similarly, the average fine excluding the acquittals did not significantly differ between the two conditions (368.9 vs. 477.0 for direct evidence and inference, respectively, t(60)=1.472, p=.15).
purchasing, installing, and operating the two systems was identical and that the accuracy of both systems was 99%. The order of presentation of the two systems, labeled A and B, was varied between subjects. The students answered the questionnaires voluntarily in one of their law classes.

Responders were given three options: preference for system A, preference for system B, and indifference. Responders with a preference for one of the two systems were then asked whether they would stick with their choice even if it was 98% accurate and the other system remained 99% accurate. Finally, they were asked to indicate the lowest level of accuracy at which they would still choose their preferred system over the alternative, assuming the other remained 99% accurate.

3.2.3. Results. Order of presentation did not significantly affect preference (chi-square=1.414, p=.493). Of the 49 responders, 53.1% preferred the “direct-evidence system,” 24.5% preferred the “inference system,” and 22.4% were indifferent. The percent of responders who preferred the direct-evidence system was significantly higher than the percent preferring the inference one (z=2.953, p<.01).

Of the 26 responders who preferred the direct-evidence system, 11 would have preferred it even if it were 98% accurate and 13 would not (two did not answer this question). The mean lowest accuracy they would accept was 95.2%. Of the 12 responders who preferred the inference system, eight would have preferred it even if it were 98% accurate and four would not. The mean lowest accuracy they would accept was 92.2%. This seems to suggest that the subjects who preferred the indirect-evidence enforcement regime exhibited a stronger preference for this technology relative to the preference exhibited by subjects who preferred the direct-evidence regime. The difference, however, was not statistically significant.

3.3. Experiment 3 (“Bus”): Conviction Based on Eyewitness Testimony

Experiment 3 was designed to examine how general the findings of experiments 1 and 2 were. First, we wanted to investigate whether the results were due to any unique feature of the pertinent enforcement mechanisms. For example, one could conjecture that responders were reluctant to convict in the inference condition because the two-camera system might have been perceived as more intrusive and a greater threat to people’s privacy. Second, we wanted to see whether the results of experiment 1 were a function of the technological nature of the evidence or whether they would hold for eyewitness testimony as well. Third, we wanted to test whether the results are mediated by the responders’ subjective probability estimates, which may differ from the objective probability. Finally, we were interested in whether the difference between the two conditions in experiment 1 had to do with the perceived responsibility-taking by the decision-maker. Thus, instead of asking participants how they would decide the case, we asked them how a judge should decide the case, to see whether the difference would disappear if it were not the responder’s decision but rather somebody else’s.

3.3.1. Participants. One-hundred-and-seventeen first-year law students (59 women, 58 men) answered the questionnaire in the first week of their studies. They ranged in age from 18 to 36, with a mean of 23.
3.3.2. Experimental Design. As in experiment 1, this experiment used a between-subject design, employing two versions of a short scenario, followed by three questions. The two versions described a tourist bus that was stuck in a sparsely populated area late in the evening. A policeman who arrived on the scene assisted the driver in arranging for minibuses to bring the tourists to their destination. In the direct-evidence condition, the policeman, who got on the bus, noticed that there were 54 tourists on it, despite the fact that its permit allowed it to carry only 50 passengers. In the inference condition, two minibuses arrived empty, were filled up, and drove away. It then turned out that four tourists were left and an additional vehicle was summoned for them. Since each minibus had seats for 25 passengers, the policeman inferred that the bus driver had violated the terms of the permit, which allowed only 50 passengers on the bus. In both scenarios, based on the policeman’s report, the driver was accused of carrying too many passengers. The driver pleaded not guilty. The judge had the impression that the policeman was a reliable person and assessed that the likelihood that he had miscounted the passengers was very low: 1 in 20.

After being reminded of the standard of proof in criminal proceedings (“beyond a reasonable doubt”), participants were asked whether in their opinion the judge should find the driver guilty. They were then asked to assess the probability that the driver had actually transported more passengers than permitted. Finally, the participants were asked to rate the fairness of convicting the driver on a scale of 1 to 9, where 1 indicates that a conviction is absolutely unfair and 9 that it is absolutely fair. The students answered the questionnaires voluntarily in one of their law classes. They were randomly assigned to one of the two conditions.

3.3.3. Results. The rate of convictions differed by condition: 64.8% of the participants in the direct-evidence condition determined that the judge should convict the driver, while only 38.1% in the inference condition were of this opinion (chi-square=8.304, p=.004).

The participants estimated the probability of the driver actually violating the terms of the permit as considerably lower than the probability arguably implied by the vignette. While the chance of miscounting according to the Judge’s impression was described as 1 in 20, implying a 95% reliability of the testimony, the mean estimated probability of the driver actually committing the violation was 80.1% across the two conditions. The mean probability estimates were not significantly different for the two conditions: 82.2% and 78.3% for direct-evidence and inference conditions, respectively (p=.29).

Importantly, although the probability estimate affected the conviction decision, it did not mediate the effect of the condition. A logistic regression analysis predicting the conviction decision by condition (direct evidence vs. inference, coded as in Experiment 1) and subjectively estimated probability yielded significant effects of both probability and condition (B=1.091, Wald=7.092, p<.01 and B=.038, Wald=11.097, p<.01 for the effects of the condition and the subjective probability, respectively). The difference between the two conditions remains highly significant even when controlling for the estimated probability.
Convicting the driver was perceived as fairer in the direct-evidence condition than in the inference condition: mean ratings of 6.09 and 4.70 for direct evidence and inference, respectively, on a scale of 1 to 9, where 1 is absolutely unfair and 9 absolutely fair ($t(115)=3.005, p=.003$). Across the two conditions, probability estimates were significantly correlated with fairness judgment ($r=.279, p<.01$). The effect of condition (type of evidence) on fairness judgment was not mediated by probability estimates. A regression analysis predicting fairness judgment by condition (direct evidence vs. inference) and subjectively estimated probability yielded significant effects of both probability and condition ($F(114)=7.829, p<.01$ and $F(114)=8.508, p<.01$ for the effects of the condition and the subjective probability, respectively).

The effect of the condition, direct evidence vs. inference, on the conviction decisions was possibly mediated by the effect of this factor on judged fairness. Predicting conviction decision by a logistic regression analysis that includes both condition (direct evidence vs. inference) and fairness judgment as independent variables renders the effect of condition non-significant ($B=1.278$, Wald=$30.291$, $p<.001$ and $B=.719$, Wald=$1.090$, $p=.297$ for the effects of fairness and condition, respectively). Thus the difference between the two conditions with respect to conviction rate is no longer significant when we control for judged fairness. It is also possible, however, that the similar effects of the condition on the decision to convict and on the perceived fairness of the conviction may reflect two outcomes of the same cognitive process.

3.4. Experiment 4 (“Antibiotics”): Forensic Evidence in Civil Litigation

The fourth experiment had several purposes. First, it broadened our focus to include civil litigation. Second, it extended the inquiry to a case where the question was not whether a wrong had been committed, but rather who had committed it. Third, whereas the previous experiments related to technological and eyewitness evidence, this one dealt with laboratory findings. Fourth, since some jurisdictions set particularly strict limits on drawing an inference upon an inference, the present experiment compared not only direct evidence and inference, but also single and double inference. Finally, while the participants in the previous experiments were first-year law students (or students who completed their first year of legal studies), participants in the present experiment were advanced law students, including master’s candidates (many of whom are practicing lawyers).

3.4.1. Participants. One-hundred and ninety three advanced LL.B. and LL.M. students responded to the questionnaire (100 women, 93 men). They ranged in age from 19 to 58, with a mean of 26.

3.4.2. Experimental Design. We used a between-subject design, employing three versions of a vignette describing a civil action, followed by three questions. Responders were asked to imagine that they were serving as a judge in a suit for damages filed by a small dairy against a dairy farmer. The farmer sells the dairy the milk he produces. According to the contract, the farmer should make sure that there are no antibiotics residues in the milk, because such residues obstruct the production of
various products. The milk is delivered to the dairy by a tank truck that transports the milk of two farmers. Since the milk of the two farmers is mixed in the tank, a sample is taken from each farmer’s milk before pumping it into the tanker, and the samples are delivered to a laboratory, where they will be examined should a problem arise. The dairy claims that the farmer provided milk containing antibiotics residues, and as a consequence yogurt production failed and the dairy had to discard all of the raw materials it had used in this process. As a result, the dairy suffered a loss of 30,000 NIS.

In the direct-evidence condition, when the yogurt-production process failed, the milk samples of the two farmers were examined. This examination revealed that there were antibiotics residues in the defendant’s milk and no residues in the other farmer’s milk. The probability that the results of the laboratory examinations are correct (that is, that there were antibiotics residues in the defendant’s milk but not in the other farmer’s milk) is 85%. It is undisputed that the source of the antibiotics residues could only be milk from one of the farmers.

In the single-inference condition, when the yogurt-production process failed, the milk samples from the two farmers were about to be examined (here too, it was undisputed that the source of the antibiotics residues could only be milk from one of them), but it turned out that the sample of the defendant’s milk had been lost in the laboratory, and therefore it was only possible to examine the other farmer’s sample. This examination showed no antibiotics residues. The probability that the results of the laboratory examination are correct (that is, that there were no antibiotics residues in the other farmer’s milk) is 85%.

In the double-inference condition, when the yogurt-production process failed, the first possibility examined was that the failure was due to other substances added to the milk during the process. This examination revealed that none of the other substances were tainted. When the milk samples from the two farmers were then about to be examined (here again, it was undisputed that the source of the antibiotics residues could only be milk from one of the farmers), it turned out that the sample of the defendant’s milk had been lost in the laboratory, and therefore it was only possible to examine the other farmer’s sample. This examination showed no antibiotics residues. The probability that the results of the laboratory examinations are correct (that is, that the production failure was not caused by other substances or by antibiotics residues in the other farmer’s milk) is 85%. Based on the test results of the other substances, the dairy claims that one should infer that the milk caused the failure of the yogurt-production process, and based on the results relating to the other farmer’s sample, one should infer that the defendant was the one responsible.

Responders were then asked (1) whether they would accept the claim, (2) what was their assessment of the probability that there were antibiotics residues in the defendant’s milk, and (3) how they would rate the fairness of accepting the claim. The three questionnaires were posted on the same website and participants were recruited in the same way as in experiment 1. To encourage participation, four participants were randomly selected to win a prize of 150 NIS each. Responders were randomly assigned to one of the three conditions.
3.4.3. Results. Since the single-inference and double-inference conditions did not differ with respect to any of the measures, we collapsed the data across the two inference conditions and compared the direct-evidence results to those of the combined-inference conditions. The rate of accepting the claim differed by condition: 81.7% of the participants in the direct-evidence condition accepted the claim, while only 40.2% in the inference conditions did (chi-square=31.328, p<.001). The estimated probability of the existence of antibiotics residues in the defendant’s milk significantly differed in the direct-evidence and the inference conditions, with means of 81.7% and 64.8% for direct evidence and inference, respectively (t(191)=6.663, p<.001). Not surprisingly, across all conditions, participants who indicated they would accept the claim evaluated the probability of the presence of antibiotics residues in the defendant’s milk higher than participants who did not accept the claim (80.6% and 69.1%, respectively, t(191)=8.119, p<.001). Although the subjective probability estimates are closely related to the decision to accept the claim, the difference between the conditions with respect to the tendency to accept the claim was not mediated by the difference in probability estimates. A logistic regression predicting the decision to accept the claim from probability estimate and condition (direct evidence vs. inference, coded as in Experiment 1) yielded significant effects of both factors (B=.054, Wald=25.666, and B=1.296, Wald=10.976, for probability estimate and condition, respectively, with p<.01 for both factors).

A similar pattern emerges from the analysis of fairness judgment. The mean perceived fairness of accepting the claim in the direct-evidence condition was significantly higher than in the inference conditions: 4.992 vs. 7.014 on a scale of 1 to 9 (where 1 indicates “absolutely unfair” and 9 “absolutely fair”) for the direct-evidence and the inference conditions, respectively (t(191)=7.047, p<.001). Although the fairness judgments significantly correlated with the probability estimates (r=.527, p<.01), the effect of condition (type of evidence) on the fairness judgment was not mediated by probability estimates. A regression analysis predicting fairness judgment by condition (direct evidence vs. inference) and subjectively estimated probability yielded significant effects of both condition and probability (F(190)=21.491, p<.01 and F(190)=42.398, p<.01 for the effects of the condition and the subjective probability, respectively).

As in experiment 3, the effect of condition, direct evidence vs. inference, was possibly mediated by the effect of this factor on judged fairness. Predicting a decision to accept the claim by a logistic regression analysis that includes both condition (direct evidence vs. inference) and fairness judgment as independent variables renders the

---

4 The percentage of acceptance in the single- and double-inference conditions was 44% and 37%, respectively (p=4).
5 These results differ from the results of Experiment 2 reported by Arkes et al. (2011). In that experiment, Arkes and his co-authors used vignettes similar to the tire-tracks scenario of Wells’s experiment, yet while in one condition the witness found that the tire-tracks matched the Blue Bus company vehicles, in the other the witness found that the tracks did not match the Grey Bus company vehicles. In both conditions, the technique used was correct 80% of the time. Responders’ willingness to impose liability on the Blue Bus company was more than twice greater in the first condition, and this difference was mediated by their different probability assessments. In other experiments Arkes and his coauthors describe, verdict was affected by various factors without being mediated by the assessed probability.
effect of condition non-significant (B=1.509, Wald=54.372, p<.001 and B=.445, Wald=.551, p=.458 for the effects of fairness and condition, respectively).

4. Discussion

All four experiments demonstrated an anti-inference bias: The respondents were far more reluctant to impose liability based solely on circumstantial evidence than on direct evidence. This reluctance was manifest across different scenarios; was true for both criminal and civil liability; was common to technological, scientific, and eyewitness evidence; and was evident both when the disputed question was whether a wrong had been committed and when the question was who had committed the wrong. In all four experiments, the anti-inference bias characterized case-specific circumstantial evidence, rather than merely statistical evidence. We found a strong disinclination to base liability on circumstantial evidence in both between- and within-subject experimental designs; in both ex post judicial decision-making and ex ante policy-making; and both when responders made the decision themselves and when they specified how another person should decide. It was true of students at the beginning of their first year of law school and of advanced LL.B. and LL.M. students.

While the type of evidence, direct or circumstantial, sometimes affected the subjectively assessed probability of the defendant’s fault, in none of the experiments did it mediate the effect of the type of evidence on the decision of whether to impose liability. The effect of the type of evidence on this decision was possibly mediated by the effect of this factor on the judgment of fairness.

This section examines the contribution of these findings to a better understanding of the prevalent dissimilar treatment of direct and circumstantial evidence and explores the potential normative implications of our findings.

4.1. Explanations

Our findings extend the empirical results reported by Wells (1992) and Niedermeier et al. (1999), and hence expose gaps in existing explanations for the differential treatment accorded to circumstantial evidence (e.g. Heller 2006).

Probability and Probability Assessment. Like Wells (1992), Niedermeier et al. (1999), and Arkest et al. (2011), we found that neither differences in objective probabilities nor differences in subjective probability assessments can fully account for people’s reluctance to impose legal liability based on indirect evidence. In Highway, Bus, and Antibiotics, the objective probability that the defendant had committed the act attributed to him was identical in the direct-evidence and the inference conditions, yet the responders’ willingness to impose legal liability differed markedly. In the same vein, despite the identical accurateness of the two enforcement systems in Enforcement, the responders strongly preferred the direct-evidence system over the inference one. The assumption that circumstantial evidence is inherently less conclusive than direct evidence thus cannot explain the prevalent disinclination to impose liability based on such evidence.

As for subjective probability assessments, in Bus, despite the fact that there was no significant difference between responders’ mean probability assessments in the two conditions, about 65% of the responders found the driver guilty of violating the terms
of the permit in the direct-evidence condition, but only 38% did so in the inference condition. In Antibiotics, while there were significant differences in the subjective probability assessments between the two conditions, these differences did not mediate the difference in the responders’ willingness to accept the claim under the two conditions, as this difference remained significant even when we controlled for the differences in probability assessments. In this regard too, our findings are in line with those of Wells (1992), Niedermeier et al. (1999), and Arkes et al. (2011), yet they generalize their findings and expose a wide-ranging bias against circumstantial evidence that is not limited to the context of statistical and forensic evidence. In all of our experiments, conditions differed with regard to the directness of the evidence, but not with regard to whether the evidence was statistical, scientific, or eyewitness. Our findings also extend the previous experimental findings in covering criminal cases (Highway, Enforcement, and Bus) in addition to civil ones; an ex ante choice between enforcement systems (Enforcement) in addition to ex post judicial decision (Highway, Bus, and Antibiotics); and within-subject (Enforcement) in addition to between-subject design (Highway, Bus, and Antibiotics).

Complexity. The incompatibility of our findings with the subjective probability explanation indicates that the greater complexity of circumstantial evidence cannot fully account for the responders’ disinclination to rely on this type of evidence. Had the factfinders been reluctant to impose liability based on circumstantial evidence because of their difficulty in understanding and drawing conclusions from such evidence, one would expect this difficulty to affect, first and foremost, the judged probability of the defendant’s fault, and that we would find a correlation between the subjective probability assessment and the responders’ willingness to impose liability. Moreover, while in Antibiotics the circumstantial evidence (particularly in the double-inference condition) was indeed more complex than in the direct-evidence condition, this can hardly be said of Highway, Enforcement, and Bus. Finally, in Antibiotics there was a considerable difference between the single-inference and double-inference conditions in terms of their complexity, but no significant difference in terms of the responders’ willingness to impose liability. To be sure, at times the complexity and clarity of the evidence certainly influence factfinders’ willingness to assign liability. Nonetheless, these features cannot account for the general phenomenon we identified in our experiments.

Abstract, General, Rhetorical, and Pallid Nature of Circumstantial Evidence. The evidence presented in all four experiments in both conditions was either eyewitness testimony or scientific/technological; none of the scenarios involved naked statistical evidence. This would indicate that the explanations based on the relative representational vs. abstract, narrative vs. rhetorical, unconditional vs. probabilistic, vivid vs. pallid, concrete vs. general, and emotional vs. unexciting nature of the evidence—highlighted by Heller (2006) as the defining differences between direct and circumstantial evidence—are incomplete. For instance, in Highway and Enforcement the evidence produced by the one-camera and two-camera systems was equally abstract, probabilistic, pallid, concrete, and unexciting. While Heller’s differences are important in some cases, they do not provide a comprehensive explanation for the reluctance to impose liability based on non-direct evidence.
**Case Specificity.** Similar observations apply to the case-specificity argument, according to which naked statistical evidence is insufficient for imposing liability even when the probability is very high, because the weight or resiliency of the evidence is equally important. If the assessed probability rests on too little information or on general, non-case-specific evidence, it should not be relied upon (Cohen 1977; Stein 2005, pp. 40-56, 80-106; but see Pundik 2008, pp. 474-87). Unlike Heller’s (2006) discussion of circumstantial evidence, these explanations were never meant to apply outside of the naked-statistical-evidence debate. And indeed, they do not seem relevant to any of our experiments, none of which involved the imposition of liability based on non-case-specific, statistical evidence.

**Responsibility Taking.** The responsibility-taking explanation does not account for our findings either. According to this theory, when relying on direct evidence, the factfinder feels less accountable for erroneous judgments because it is not her inference, but rather the witness’s fallibility or dishonesty that brought about the regrettable judicial error. As a result, the factfinder is less hesitant to impose liability based on direct evidence. In line with the findings of Niedermeier et al. (1999) and Sykes and Johnson (1999), our results do not lend support to the responsibility-taking explanation. There was no real difference between the two conditions used in the Highway, Bus, and Antibiotics scenarios in this regard. Certainly no issue of responsibility-taking was involved in the Enforcement experiment, where responders were asked to choose between two speed-enforcement systems ex ante, in the abstract, rather than to impose liability on any particular person.

Furthermore, in Bus responders were not asked to make the decision themselves, but rather to indicate how the judge should decide. This did not counteract the responders’ reluctance to rely on circumstantial circumstances. To be sure, our experiments—whether considered on their own or together—do not refute the responsibility-taking explanation. Nonetheless, they do establish that this explanation is incomplete.

**The Fact-to-Evidence Hypothesis.** Gary Wells’s (1992) fact-to-evidence theory posits that people are far more inclined to rely on evidence when the decision of whether to impose liability bears on the reliability of the evidence. Much like Niedermeier et al. (1999, pp. 536-39), our findings do not support this conjecture. For instance, in both conditions of the Bus experiment, convicting the driver implied that the policeman’s testimony was very reliable, and acquitting the driver implied that it was insufficiently reliable; yet there was a huge difference between the two conditions in the willingness to convict.\(^6\)

---

\(^6\) Our vignettes varied also in terms of the identity of the person who drew the inference. In Highway and Enforcement, it was “possible to infer…” from the indirect evidence; in Bus, “the policeman inferred”; and in Antibiotics the plaintiff urged the court (that is, the responder) to infer. Arguably, responders should have experienced greater personal responsibility in Antibiotics and less in Bus. In fact, the disinclination to impose inference-based liability was common to all four scenarios.

\(^7\) In Enforcement, it could hardly be argued that choosing one system necessarily implied that it was more accurate than the alternative. In that experiment, 38 of 49 responders preferred one of the systems (one-camera/direct system or two-camera/inference system) to the other. Of those 38, 19 (50%) would stick with their preferred choice even if its accuracy were lower than that of the alternative.
Ease of Simulation. The theory favored by Niedermeier et al. (1999), Sykes and Johnson (1999), and Heller (2006) is the ease of simulation. As originally conceived by Kahneman and Tversky (1982) and subsequently studied in various contexts (e.g. Levi and Pryor 1987; Raune et al. 2005), the simulation heuristic pertains to how likely one thinks it is that an outcome will occur or an event has occurred (or could have occurred). The easier it is to imagine a scenario (and the harder it is to imagine a competing one), the more probable it appears to be. The ease of simulation may depend on the ease of simulating other similar events (Miller et al. 1989) and counterfactuals (Hirt and Markman 1995), as well as on the perceived normality of different events (Kahneman and Miller 1986; Miller et al. 1989). The ease of simulation is to some extent manipulable (e.g. Niedermeier et al. 1999, pp. 539-41; Roese et al. 2006).

The ease of simulation may thus explain factfinders’ reluctance to base their decisions on circumstantial evidence if such evidence makes it easier to imagine alternative scenarios in which the defendant is not liable, hence decreasing the assessed probability that the defendant is liable. The ease-of-simulation heuristic cannot explain factfinders’ disinclination to impose liability based on circumstantial evidence when the type of evidence, direct or circumstantial, does not significantly affect the subjective probability assessment (as in Bus and the experiments conducted by Wells (1992) and Niedermeier et al. (1999)), or when this disinclination remains significant even when one controls for the differences in subjective probability (as in Antibiotics). Explaining the reluctance to base liability on purely circumstantial evidence by the ease-of-simulation heuristic thus does not fall in line with the conventional meaning of this heuristic. Niedermeier et al. (1999) and Heller (2006) apparently use the notion of ease of simulation in an idiosyncratic fashion.

Moreover, when these authors seek to demonstrate differences in ease of simulation, they refer to concrete alternative scenarios. For example, Niedermeier et al. (1999, p. 540) ask the responders in the third condition of their third experiment to imagine that a second bus obscured the tracks of the bus that ran over the dog. Similarly, Heller (2006, pp. 296-97) explains that the presence of the defendant’s skin under the fingernails of the alleged victim does not rule out a scenario in which the victim scratched the defendant accidentally when he tried to help her. Our vignettes were designed to eliminate such alternative explanations. For instance, in Highway, given the distance between the two cameras and the time that elapsed between the documenting of the car by each camera, there is simply no way the driver didn’t violate the speed limit. True, one could imagine an error in the system, but the phrasing of the two conditions was identical in this respect: “The probability of an error in the camera system is 2%.” Similarly, in the inference condition of Bus, the only explanation for the fact that four tourists were left behind after the two minibuses that arrived empty were filled up and drove away, is that there were 54 passengers on the tourist bus. In fact, in this experiment there was no statistically significant difference between the subjective probability assessments in the two conditions.

The ease-of-simulation theory fails to provide a complete explanation for the different treatment of direct and circumstantial evidence even in Niedermeier and his coauthors’ own study. Niedermeier et al. (1999, pp. 536-41) directly tested the mediating effect of the ease-of-simulation variable on verdicts in two of their
experiments. While in both experiments the ease of simulation affected the verdicts, in neither did it fully mediate the effect of type of evidence. Although controlling for ease of simulation considerably reduced the proportion of variance in verdicts, there remained a statistically significant difference between the verdicts in the different conditions (id., pp. 538, 541). Even according to Niedermeier and his coauthors, the ease of simulation thus provides an incomplete explanation for factfinders’ behavior. Direct and more elaborate examination of the ease-of-simulation explanation was also conducted by Arkes and his coauthors (2011). They found that sometimes this factor (which they dub “imaginability”) possibly mediates the verdict, yet sometimes it is unrelated to the verdict or even related in a manner completely contrary to the ease-of-simulation hypothesis.

Fairness. Last we consider the fairness explanation arguably supported by our findings. In addition to deciding whether to convict the accused or accept the claim, the responders in Highway, Bus, and Antibiotics were asked to judge the fairness of conviction/acceptance of the claim based on the evidence presented to them. In all three experiments, there was a statistically significant positive correlation between the answers to the two questions: The fairer the responders judged the imposition of liability, the likelier they were to convict the defendant or accept the claim.

How should we understand the notion that it is less fair to impose liability based on circumstantial evidence alone? One possibility is that such an imposition of liability is unfair because it is prone to error due to the inherent inconclusiveness of such evidence, its limited weight, or its lesser resiliency. However, this does not seem to be the notion of fairness envisioned by the responders in our experiments. While in all three experiments the imposition of liability correlated with, and was possibly mediated by, the judgment of fairness, in none was the imposition of liability mediated by the assessed probability that the defendant actually committed the act. The issue of weight or resiliency was similarly irrelevant because all evidence was case-specific.

A different notion of fairness might have to do with people’s expectations and the “rules of the game.” Perhaps people believe that they should only be penalized if they are caught in the act. Imposing an inference-based liability is thus seen as unfair, regardless of the reliability of the circumstantial evidence. While such a notion of fairness possibly plays a role in some contexts, we doubt that it can serve as a general explanation for the reluctance to impose inference-based liability. First, it is unclear that in deciding whether to impose criminal or civil liability, judges and juries—or the

---

8 In experiment 3 (Niedermeier et al. 1999, p. 540-41), only one of the two measures of the ease of simulation yielded the expected result, with the other producing an opposite (though not statistically significant) result.

9 It may also be argued that in Highway, the speed-camera system was perceived as fairer because it is more forgiving: It does not penalize drivers who violate the speed limit in the parts of the highway not covered by a speed camera, i.e. most of the road. However, the two-camera system is more forgiving in the sense that it only captures the driver’s average speed in the pertinent section of the road, which is typically lower than the highest speed she drove in that section.

10 The rules of the game may change over time. Thus, while speed cameras have come to be regarded as a commonplace in Israel (where the experiments were conducted), two-camera systems of the kind described in Highway and Enforcement are not ordinarily used in Israel and can thus be perceived as unfair. Even if this conjecture helps to explain the results of Highway and Enforcement, it does not seem relevant to Bus or Antibiotics.
participants in our experiments—consider the wrongdoer’s expectations as to the type of evidence that might be used against her. Second, when one’s behavior harm another person, as in Antibiotics and in Well’s (1992) blue-bus scenario, not compensating the injured party because the evidence supporting her claim is not the type expected by the defendant, seems considerably more unfair than using such evidence. Finally, the present notion of fairness does not account for the disinclination to rely on circumstantial evidence even when the pertinent evidence, such as forensic evidence found at the scene of the crime, has long been used by the police and is now part of the “rules of the game.”

Yet another possibility is that the responders in our experiments understood “fair” as roughly equivalent to “appropriate” or “acceptable.” The decision to impose criminal or civil liability and the characterization of the imposition of liability as fair echoed one another, possibly reflecting the same cognitive process. Thus, the answer to the fairness question was possibly a post hoc rationalization of responders’ answer to the verdict question.

To sum up, our findings show that the reluctance of factfinders to impose liability based solely on indirect, circumstantial evidence is stronger and farther reaching than demonstrated in previous studies. None of the explanations heretofore proposed for this reluctance is completely satisfactory.

Much like other simplifying heuristics, the anti-inference heuristic assists people to make judgments under uncertainty. It functions as a substitute for extensive algorithmic processing and yields judgments that are usually accurate. Ordinarily, when we see something with our own eyes, or when someone tells us that she saw something herself, that event actually happened; this is not necessarily true of conclusions drawn from circumstantial evidence. However—like other biases and heuristics—the anti-inference heuristic also gives rise to systematic error. It strongly affects decisions even when the objective and subjective probabilities of the pertinent occurrence are equal according to circumstantial and direct evidence.11

4.2. Normative Implications

While our study sheds new light on factfinders’ behavior, it leaves the normative question associated with the findings largely unanswered and awaiting future research. On the one hand, similar to other irrational biases, the anti-inference bias might drive judicial decision-making astray. Thus, legal systems might be able to improve the quality of factfinding by circumventing the bias through proper regulation. On the other hand, if the bias reflects deeply held epistemological and moral intuitions, circumventing it might adversely affect the desirable correspondence between peoples’ prevalent perceptions and the outcomes of adjudication. This disconnect might in turn undermine the legitimacy and efficiency of the legal system (Robinson and Darley 1997).

Furthermore, even if one concludes that circumventing the bias is desirable, it is unclear whether this is feasible. While jury instructions often stress that direct and

11 There is an intriguing correspondence between our findings and the findings of experiments studying young children’s overly rigid application of the “seeing = knowing” rule. See, e.g., Ruffman 1996; Friedman et al. 2003).
circumstantial evidence are in principle equally reliable (e.g. Ohio Jury Instructions – Civil §207.07(2) (2010): “Evidence may be direct, circumstantial, or both. Direct and circumstantial evidence are of equal weight”), the effectiveness of such instructions is not self-evident (e.g. Tiersma and Curtis 2008). The research on instructions relating to other areas (e.g. inadmissible evidence, the exercise of the right to remain silent) suggests that instructions are often ineffective since juries tend to disregard them (Lieberman and Arndt 2000; Shafer 1985).

Another factor that bears on the need for regulation, and that may warrant future research, is the way in which lawyers respond to the bias. Arguably, repeat players such as lawyers are well aware of the precise scope of the bias. Thus, defense lawyers might attempt to strengthen the bias in order to make a favorable outcome more probable. Framing evidence as merely circumstantial seems to be a routine tactic of the defense (Bergman 1996). They might exacerbate the anti-inference bias not only by pointing to the existence of alternative explanations for the circumstantial evidence (as demonstrated by Niedermeier et al. (1999, pp. 539-41)), but also by making those alternatives as vivid as possible, for instance by using computer simulations (see e.g. Kassin and Dunn 1997; Dunn et al. 2006). Prosecutors and plaintiff lawyers are expected to try to counteract such maneuvers.

Finally, special attention should be devoted to examining the way in which judges are influenced by the bias. While there is no reason to assume that the psychology of legally trained subjects, including judges, differs fundamentally from that of other people, and some studies have indeed demonstrated that it does not (e.g. Guthrie, Rachlinski, and Wistrich 2001), some studies do show that professionals can learn to employ debiasing mechanisms (cf. Guthrie and Rachlinski 2006). Further research with judges would enhance our understanding of judicial behavior and the need for regulation in this context.

5. Conclusion

The experiments described in this study demonstrate that the disinclination of factfinders to convict defendants or impose civil liability based solely on circumstantial evidence is more powerful than heretofore realized. It characterizes not only statistical, probabilistic, inconclusive, forensic, and non-case-specific evidence, but also non-statistical, non-probabilistic, conclusive, eyewitness, and case-specific evidence. None of the theories proposed as explanations for this phenomenon provide a satisfactory account, indicating the presence of a robust, deep-rooted anti-inference bias.

Sherlock Holmes famously says that “when you have eliminated the impossible, whatever remains, however improbable, must be the truth.” It seems, however, that most people—including judicial factfinders—adopt the maxim used as the title for one of Carter Dixon’s Sir Henry Merrivale mysteries, “Seeing is believing.”

---
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