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Statements such as "80% of the employees do 20% of the work" or "the richest 1% of society controls 10% of its assets" are commonly used to describe the distribution of concentration of a variable characteristic within a population. Analogous statements can be constructed to reflect the relationship between probability and concentration for varying quantities surrounded by uncertainty. Both kinds of statements represent specific usages of a general relationship, the "mass density function," that is not widely exploited in risk analysis and management. This paper derives a simple formula for the mass density function when the uncertainty and/or the variability in a quantity is lognormally distributed; the formula gives the risk analysis an easier, "back-of-the-envelope" method for determining the fraction of the total amount of a quantity contained within any portion of its distribution. For example, it exposes to a son what lognormally distributed with μ = 4, 50% of all the exposure is borne by the 2.3% of persons most heavily exposed. Implications of this formula for various issues in risk assessment are explored, including: (1) the marginal benefit of risk reduction; (2) distributional equity and risk perception; (3) accurate confidence intervals for the population mean when a limited amount of data is available; (4) the possible biases introduced by the unrealistic assumption that extreme "outliers" exist; and (5) the calculation of the value of new information.
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1. INTRODUCTION

This paper introduces the concept of the "mass" of a quantity surrounded by uncertainty and/or variability, and attempts to show how bringing to bear information about "mass" may lead to changes in how we assess, communicate, and control environmental and health risks. The formulas derived herein will facilitate such improvements, especially when the uncertainty or variability can be modeled using a lognormal probability density function (PDF). Figure 1 shows a discretized lognormal PDF for the varying quantity "annual in-

will explore the "mass" of characteristic that can be described as continuously distributed (specifically as lognormal), using examples relevant to health risk assessment.

1.1. Mathematical Preliminaries

Suppose \( x \) represents a nonnegative physical characteristic that varies among a population of \( T \) individuals, and that \( T \) is large enough that we can use a continuous PDF \( f(x) \) to model the (discrete) values of \( x \) and their associated probabilities. Alternatively, \( f(x) \) might represent a degree of belief or uncertainty distribution about the true value of an invariant physical characteristic (or some other quantity such as a rate, proportion, or risk). In the first case, \( T_{\{x \leq b \} \cap \{x \geq a \}} \) is a measure of the number of individuals for whom \( a \leq x < b \), and the second case the integral \( \int_{a}^{b} f(x) \, dx \) measures the subjective or objective probability that \( a \leq x < b \). Just as the integral \( \int_{a}^{b} f(x) \, dx \) yields the mathematical expectation of \( x \), or \( E(x) \), the quantity \( T_{\{x \leq b \} \cap \{x \geq a \}} \) measures the total amount of the characteristic contained within the population.

When integrals containing the expression \( \frac{f(x)}{F(x)} \) are evaluated over limits spanning the entire domain of \( x \), they provide information about the concentration of the characteristic within the appropriate portion of the PDF. One can compare integrals of \( f(x) \) between two sets of limits and discern how the "amount of probability" depends on \( x \); similarly, one can compare definite integrals of \( f(x) \) and discern how the "amount of mass" depends on \( x \). In the same sense that the PDF \( f(x) \) measures the amount of probability as a function of \( x \), the "mass density function" \( f(x) \) measures the amount of probability (probability times magnitude) as a function of \( x \). The ideas of mass and concentration find their way into everyday usage via rules-of-thumb like the "80/20 rule," which can be invoked to explain that the most productive 20% of workers in a company accomplish 80% of all the work.

More formally, the "mass distribution function" \( g(a,b) \) can be defined as:

\[
g(a, b) = \int_{a}^{b} f(x) \, dx \quad 0 \leq a < b \tag{1}
\]

The denominator, which is equal to \( E(x) \), normalizes \( g(a, b) \) such that its minimum and maximum are zero and unity. As a simple example, let \( f(x) \) be the uniform PDF over the interval \([0,12] \) so \( f(x) = \frac{1}{12} \) at all points within the interval. Then \( g(0, b) = \left( \frac{b}{12} \right)^2 \). If \( x \) was the hourly wage of each individual in a population, \( g(0,6) = 0.25 \) means that one quarter of all the income in the population accrues to persons earning at or below the median wage. If \( x \) was instead the uncertain value of a particular individual's wage, \( g(11,12) = 0.1597 \) implies that the estimate \( E(x) = 11 \) is highly sensitive to the chance that \( x \) is between 11 and 12, because nearly one-sixth of the total mass is contained within the topmost one-twelfth of the distribution. This relationship between the mass within a portion of the PDF and the probability within that portion is formalized via the "mass distribution function" \( \Phi(x) \):

\[
\Phi(a, b) = \frac{\int_{a}^{b} f(x) \, dx}{E(x)} \tag{2}
\]

By definition, \( h(a, b) \) is also equal to the expected value of \( x \) within the truncated portion of its \( \Phi(x) \) between \( a \) and \( b \). For example, \( h(11,12) \) for the uniform PDF equals \( 0.9598 = \left( \frac{1}{12} \right) \), or 11.5.

For the special case when \( a = 0 \), \( g(b) = E(x)^{-1} \int_{0}^{b} f(x) \, dx \) is the (normalized) cumulative mass distribution function. \( G(b) \) is analogous to the cumulative prob-
ability density function, or CDF, \( F(b) = \Phi(b) \). Solving for \( b \) in the equation \( F(b) = 0.5 \) gives the median of the PDF, the point above and below which half of all the values lie. Similarly, the value of \( b \) which solves \( F(b) = 0.5 \) can be termed the "center of mass," in that half of the total quantity of the characteristic lies above and below this point. If, for example, a metal bar 12 inches long and 1 inch square (representing a uniform PDF over the interval [0,12]) was constructed of an alloy of varying composition whose physical density was equal to \( x \) g/cm\(^3\) for all values of \( x \), the bar would weigh 72 g (12 in the average density of 6 g/cm\(^3\)). It could be balanced on a fulcrum located to the right of the center of the bar, at the point \( x = \sqrt{2} \), because \( \int_{-\infty}^{\sqrt{2}} x(1/\sqrt{2}) \, dx = 6 = 0.5 \). In general, the center of mass \( m \) for a uniform distribution over the interval \([a, b]\) is given by: 

\[
m = \frac{a + b}{2}
\]

For all other PDFs that contain more information than the uniform distribution, an analytic expression for \( g(x) \) or \( h(x) \) may be quite complicated or impossible to obtain, despite the usefulness of these functions. This paper derives a simple equation for the mass distribution function of the lognormal PDF, one of the distributions used most frequently in health and environmental risk analysis (as well as in many other fields). The applications discussed below may be sufficiently important to warrant derivation of the mass distribution function via numerical methods for other PDFs that arise in particular risk management cases. This result was derived during the preparation of the author's doctoral dissertation; it arose independently of the related result reported by Quenese\(^{4}\) in his study of the moments of truncated lognormal distributions.

2. DEFINITIONS

\( X \) = logarithmically distributed random variable

\( \tilde{X} \) = median (geometric mean) value of \( X \) (in \( \tilde{X} \) is the arithmetic mean of the normal variable \( X \))

\( E(X) \) = arithmetic mean value of \( X \)

\( \sigma \) = standard deviation (SD) of \( \ln X \) (note: the "geometric mean," commonly written \( \sigma_g \), equals \( \sigma^e \))

\( f(x) \) (lognormal PDF for \( X \)) = \( \frac{1}{\sqrt{2\pi} \sigma \tilde{X}} \exp \left( -\frac{(\ln x - \ln \tilde{X})^2}{2 \sigma^2} \right) \)

\( \Phi \) = unit normal transformation; \( \Phi' \) = \( \ln(X/X) \)

\[ N_x = \ln(X/X) \]

Therefore, \( X = X \exp(N_x) \)

(\text{note: for typographical convenience, "}\( N_x \)\" will sometimes be used in place of "}\( \Phi' \)\"

\( b(N) \) = the unit normal PDF = \( \frac{1}{\sqrt{2\pi}} \exp(-0.5N^2) \)

\( \Phi(h) \) = the unit normal CDF = \( \Phi(h) \) = \( \int_{-\infty}^{h} \Phi(\ln(X/X)) \, dN \)

3. DERIVATION

The unit normal transformation gives:

\[
\int_{-\infty}^{h} \Phi(h) \, dX = \int_{-\infty}^{\ln(h)} \frac{2}{\sqrt{2\pi} \sigma^2} \exp \left( -\frac{(\ln(x) - \ln(\tilde{X}))^2}{2 \sigma^2} \right) \, dN
\]

\[
= \int_{-\infty}^{\ln(h)} \frac{1}{\sqrt{2\pi}} \exp(-0.5(N - \sigma N)^2) \, dN
\]

(3)

By completing the square in the integrand:

\[
= \int_{-\infty}^{\ln(h)} \frac{1}{\sqrt{2\pi} \sigma^2} \exp(-0.5(N - \sigma)^2) \, dN
\]

(5)

Let \( Z = (N - \sigma) / \sigma \); \( dZ = dN \); note that \( E(X) = \tilde{X} \exp(0.5\sigma^2) \)

\[
E(X) = \int_{-\infty}^{\ln(h)} \frac{1}{\sqrt{2\pi}} \exp(-0.5Z^2) \, dZ
\]

(6)

4. RESULTS

Thus, for the lognormal PDF,

\[
g(a,b) = \int_{\ln(a)}^{\ln(b)} \Phi(Z) \, dZ = \Phi(N_x - \sigma) - \Phi(N_x - \sigma) \] (7)

In other words, the fraction of the total mass of the lognormal quantity \( X \) is contributed by values between \( a \) and \( b \) equals the area under the corresponding unit normal PDF between \( (\ln a - \sigma) \) and \( (\ln b - \sigma) \).

Recall that \( N_x = \frac{1}{\sigma} \) is equivalent to \( (\ln y = \ln \tilde{X} + 3\sigma) \) or \( (y = \tilde{X}e^3) \); semantically, we will refer to \( y \) as being "3 SD above" or "3" to the right of the median. For example, consider a lognormal quantity with \( x = 2 \) (i.e., an uncertainty or variability of about a factor of 50" in either direction). By Eq. (7), the total mass contributed by values between \( 2 \) and \( 3 \) SD from the

\( ^{\text{We will refer to the quantity exp}}(1.645, y)\text{ as the "uncertainty factor" (UF), since 95% of the probability density lies between} k\text{ and } k\text{-UF.}\)
median equals the unit normal area between \((-5)\) and \((+1)\), which is approximately 84%. Figure 2 plots \(G(b)\) against \(F(b)\), thereby forming the "Lorenz diagram" familiar to economists, for four different lognormal distributions. Notice, for example, that for \(\sigma = 2\) the first 80% of the population contributes about 12.5% of the mass; \(F(b) = 0.8\) involves the portion of the population up to \(b = 0.85\) SD above the median \([\Phi^{-1}(0.8) = 0.85\) and \(\Phi(0.85 - 2) = 0.125]\).

Equation (7) has several obvious corollaries.

(1) The cumulative fraction of mass to the right of \(K\) standard deviations above the median equals the cumulative unit normal area beyond \((K - \alpha)\). Thus, for example, even though there is only about one chance in 30,000 that a value beyond 4 SD will occur, if \(\sigma = 2\) these values contribute 2.5% of the total mass (the area of the unit normal PDF beyond \(-2\)); if \(\alpha = 3\), these values would contribute 16% \([1 - \Phi(1 - \alpha)]\) of the total mass.

(2) More specifically, the "center of mass" of the lognormal lies at exactly \(\alpha\) standard deviations above the median. When \(K = \alpha\), the fraction of total mass beyond \(K\) SD equals the unit normal area to the right of \((\alpha - \alpha)\), or zero; by definition, this fraction equals one-half. Therefore, \(N_m = \alpha\), or \(\alpha = \bar{X}\exp(\alpha^2)\). For highly skewed lognormals, this rule-of-thumb provides a stark reminder of the influence of "outliers." For example, if \(\alpha = 2\) (UF = 50.4), fully half the mass comes from the 2.3% of values more than 2 SD above the median (i.e., more than 54.6 times the median). Note that the center of mass is always to the right of the mean; because \(E(x) = \bar{X}\exp(0.5\sigma^2)\), then \(E(X) = E(X)|\bar{X}\).

(3) The "complementarity point" is the point on the PDF where 6% of the values contribute \(100\%\) of the mass, and vice versa; the value of \(C\) is found via the unit normal transform of \((\alpha/2)^4\). For example, if \(\alpha = 2\), \(84%\) of the mass is concentrated in the largest 16% of values. Table 1 shows the value of \(C\) at the complementarity point, for various values of \(\alpha\). For instance, the "80/20" rule applies to a lognormal quantity with \(\alpha = 1.69\) (UF = 27.5).

Note also that because \(N_m = \alpha/2\), the mean and the complementarity points are coincident; graphically, these points can be found where the Lorentz curve crosses the diagonal line \(y = 1 - x\). Figure 3 shows the percentile \((p)\) of the distribution of \(X\) at which the mean is located, as a function of \(\alpha\); for \(\alpha\) greater than about 0.7, the log-linear regression equation \(p = (\alpha^2) + 21.41 \ln(\alpha)\) yields a good approximation \((R^2 = 0.99)\) for \(p\). For sufficiently skewed distributions \((\alpha > 3.9)\), \(UF > 631.7\), the mean exceeds the upper \(95\%\) percentile of the distribution, casting into question whether this probabilistic "upper bound" is in fact "conservative" in an expected-value sense.

5. APPLICATIONS TO RISK ANALYSIS

As was discussed in the introduction, if the PDF reflects variability across a population, \(g(x, b)\) is a measure of the total amount of the characteristic within the population or a portion thereof. In environmental and occupational health risk analysis, variability in exposure is important.

Table 1. Concentration of CF of the Mass in (100-C)% of Values

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>Division of probability-mass (u = \text{&quot;complementarity&quot;} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>60-40</td>
</tr>
<tr>
<td>1.0</td>
<td>59-31</td>
</tr>
<tr>
<td>1.49</td>
<td>60-20</td>
</tr>
<tr>
<td>2.0</td>
<td>64-16</td>
</tr>
<tr>
<td>2.5</td>
<td>65-11</td>
</tr>
<tr>
<td>3.0</td>
<td>87-97</td>
</tr>
<tr>
<td>3.5</td>
<td>96-46</td>
</tr>
</tbody>
</table>

This corollary follows from solving the equation \(F(-\alpha) = 1 - G(\alpha)\), invoking the identity \(K = \alpha\), \(\alpha = 1 - \Phi(\alpha)\), the solution is \(\alpha = \alpha/2\).
Some of these issues can be addressed without reference to the mass distribution function. For example, Rappaport et al. showed that when occupational exposures are distributed lognormally (spatially and/or temporally), one can constrain the probability or frequency of “excesses” above a arbitrary threshold or standard by maintaining the mean concentration at or below a defined fraction of the standard. This decision-rule, however, does not address the question of how much of the total exposure or risk will be borne by the fraction of workers subject to the excesses.

The ability to discern the relative contributions of different portions of a distribution to its total mass can potentially improve risk assessment, risk management, or risk communication in the following four areas.

5.1 Distributions and Marginal Distributions of Consequences

Information about the fraction of the total exposure or risk attributable to part of a distribution can elucidate properties of the total benefit and marginal benefit functions that would not be apparent if only the absolute values of risk were known. The following three examples will illustrate various situations in which costs or benefits depend implicitly on the mass distribution.

5.1.1. Benefits of Targeted Risk Control

One of the prime motivations for investigating the distribution of exposures or of human susceptibilities is to gauge whether risk reduction measures would be more effective if targeted at particular segments of the population, rather than implemented across-the-board. The mass distribution function provides a screening device to make such determinations. For example, Cohen and Gromicky investigated the distribution of indoor radon levels in many U.S. states, including about 5000 homes in Pennsylvania. In that state, the exposure distribution was well described by a lognormal with \( \mu = 3 \) picocuries per liter (pCi/L) and \( \sigma = 1.28 \). Using Eq. (7), therefore, one could estimate that the 5% of homes containing the highest radon levels (i.e., those above 24.6 pCi/L) account for about 36% \left[ 1 - F(1.645 - 1.26) \right] of the total cancer risk from radon in this sample, assuming that risk is linear in exposure. Equivalently, by targeting

\[ A_{\text{E}} = 0.05 \text{ pCi/L} \]
exposure mitigation efforts at houses containing more than 24.6 pCi/L, society might be able to "solve" more than one-third of the problem at perhaps one-twentieth of the expense of a more sweeping program.

Psukin and Nelson\textsuperscript{106} recently analyzed similar data (using a lognormal distribution for indoor radon exposure with a median of 0.9 pCi/L and $\sigma = 1.16$), and performed their own calculations of the relationship between probability and mass. For these calculations, they developed a computer program to numerically integrate the mass density function, rather than using a simple relationship of the type presented in this paper (Psukin and Nelson, personal communication). They acknowledged that targeting nationwide mitigation efforts at the approximately 600,000 U.S. homes that have radon levels above 10 pCi/L might be most cost-effective; however, they also made it clear that in order to reduce the total number of deaths attributable to radon by more than 17%, reductions must be made in homes with lower levels as well.

Similarly, Schwing and Kameral\textsuperscript{107} determined that the risk of death to a motor vehicle occupant (per person-mile driven) varies substantially with the time of day and the day of the week, such that the risk in the most dangerous single hour of the week (4.3 x 10\textsuperscript{-3}/mile, around midnight on Saturday/Sunday) is more than 134 times as risky as the least dangerous hour (3.2 x 10\textsuperscript{-7} mile, around 8 a.m. Sunday). Figure 4 shows the Lorenz curve that Schwing and Kameral constructed, along with an exact log-normal distribution ($\sigma = 0.8$), which provides a reasonable approximation to the empirical data.

They concluded that the optimal allocation of police activity might well depend on the time of day, citing as evidence the fact that the most dangerous 1% of all travel results in 17% of all fatalities. They also concluded that across-the-board controls (e.g., the national 55 mph speed limit) are likely to be less efficient than "more elaborate (i.e., disaggregated)" policies, although they imply that such policies may have their own drawbacks.

5.1.2. Standard-Setting and "Acceptable" Risk

Even in cases where risk managers cannot identify the most susceptible or most highly-exposed individuals, or where no controllable measures exist to preferentially reduce some individual risks, they may wish to examine the mass concentration of risk, as the context of "acceptable" individual risk levels. Although by reducing risks across-the-board, the regulator cannot influence the shape of the individual distribution of risk, he can influence both the number of persons whose risk levels exceed some "bright line" and the absolute number and the relative fraction of deaths expected to occur among these individuals. Depending on the parameters of the risk distribution, their relation to the "bright line," and the implicit value judgments made in categorizing the risk, the marginal benefit function for across-the-board mitigation of risk may demonstrate important nonlinearities.

For example, suppose that in a population of 10 million people, a particular excess cancer risk is lognormally distributed ($\sigma = 2$) about a median value of 1.35 x 10\textsuperscript{-5}. This value was chosen so that the mean risk equals 10\textsuperscript{-3}, thus yielding an expected excess death toll of 1000. Suppose further that the cutoff of "acceptable" risk is set at 10\textsuperscript{-4}. Then in the baseline situation, 1.6% of the population would face "unacceptable" risks, but 44% of the 1000 expected excess deaths would occur in this subpopulation. A 16-fold reduction in all exposures would reduce the number of persons "above the line" by a factor of 32 (10\textsuperscript{-4} moves from being 2.15 SD above the original median to being 3.30 SD above the new median of 1.35 x 10\textsuperscript{-5}). At the same time, however, the number of deaths in this subpopulation will fall by a factor of 4 (from 44% of 1000 total deaths to 10% [1 - 0.30 - 2/9] of 100 total deaths).

Table II shows other values for the partitioning of expected deaths among persons or either side of the "bright line." As the public continues to become more aware of the importance of individual risk cutoffs in regulatory decision-making and the impossibility of ensuring that all persons face zero or even de minimis risks, the pressure may mount for risk managers to consider

![Figure 4. Lorenz curve demonstrating the concentration of traffic fatalities during certain hours of the week. The solid line is derived from the empirical data analyzed by Schwing and Kameral.\textsuperscript{107} The dashed line is the best-fitting lognormal approximation ($\sigma = 0.8$).](image-url)
the absolute and relative consequences to those whose exposure and/or susceptibility leave them "above the line." The time may now be ripe for study of how the ineluctable tradeoff between "deaths among the majority" and "deaths in the tail" adds connotations to the larger tradeoff (also visible in Table II) between total deaths and total cost.

Interestingly, welfare economists have long realized that measures of national poverty which consider only the "head count" of persons below the "poverty line" are insensitive and misleading.\(^5\) Sen, for example, implicitly concluded that both the PDF and the mass distribution function were essential inputs to any truly useful measure of poverty; his "poverty index" is a function of the average dollar shortfall a poor person faces relative to the poverty line and of the extent of distributional inequality, as well as of the "head count" itself. The analogy between income shortfall and the exceedance of individual risks above "susceptibility" is a potent one, and the role of large equity differences between the fortunate and unfortunate may be similar in both contexts.

5.1.3. Distributional Equity of Variable Risks

The "average risk" and the "maximum plausible risk" are useful decision tools, irrespective of whether the PDF for risk is a consequence of uncertainty, variability, or both. However, both measures assume either specialized utility or "willingness-to-pay" functions to weigh the costs of different possible outcomes. The average risk \(E(X)\) [whether expressed as a probability or as the "body count" \(T \cdot E[X]\)] implies that social cost is linear in risk or incidence; use of the upper-bound value implies a sharp discontinuity in the cost function associated with a "bright line" of acceptable or de minimis risk. An ideal measure of expected social cost (alternatively, the expected benefit of eliminating the risk) would account for the possible nonlinearity of individual utility functions for uncertain risks) and/or of social welfare functions for aggregating individual costs (for variable risks).\(^2\) Such a measure would require the evaluation of the integral \(\int dR(r(R(r(R)\cdot dr)\cdot dr)\cdot dr)\cdot dr)\) where \(dR\) is the "damage function" over risk and \(f(R)\) is the PDF for risk. Again, this is analogous to the welfare economics research of Sen,\(^2\) Atkinson,\(^2\) and others, who generally suggest that not only is individual poverty a function of income shortfall, but that this function should change more steeply than linearly as the shortfall increases. In the context of risk, specifying the damage function is a daunting task, because of the controversial value judgments needed and the analytic complexity of the required calculations.

However, appreciation of the mass distribution can lead to a middle ground between oversimplification and unmanageable complexity. For example, consider the possibility that human susceptibilities to a given carcinogen are lognormally distributed with \(UP=100\) (\(\alpha=2.33\)). This implies that in the absence of any systematic relationship between exposure and susceptibility, the least susceptible 10% of the population bears only about 0.02% of the risk. Lopez\(^2\) has shown empirically that when confronted with various hypothetical monetary lotteries, where both the expected value and the variance remains fixed, people generally
5.2. Errors in Assessed Means-Variances from Limited Sample Data

Because the mass distribution function for an uncertain quantity can illustrate how values in different portions of the PDF influence the estimate of \( E(X) \), it can shed light on a problem in statistical inference that frequently arises (but is often ignored) in risk analysis—determining the appropriate confidence bounds on the mean of a lognormally distributed parameter with limited observational data. Risk analysis may be familiar with the central limit theorem, which states that as the number \( n \) of independent observations (each from a distribution with common variance \( \sigma^2 \)) approaches infinity, the distribution of the sample mean of those observations can be approximated by a normal distribution with variance \( \sigma^2/n \). They may also recall the rule-of-thumb which deems this approximation valid in practice when \( n \) is greater than 30.

However, this rule-of-thumb assumes that the underlying population from which the observations come (the "parent" distribution) is itself reasonably symmetric (e.g., Gaussian). For highly skewed parent distributions like the lognormal, the central limit theorem’s approximation may be very misleading even when \( n \) is "large." Only a few papers, mostly in the engineering literature,\(^{29,30}\) have investigated the distribution of the sum (and hence the mean) of \( n \) independent lognormal variates. Although the exact expression for this PDF remains analytically intractable, these researchers have concluded that it is approximately lognormal with a logarithmetic SD \( \sigma \) inversely proportional to \( n \) (a result not inconsistent with the central limit theorem, since as \( n \to \infty \) the lognormal becomes indistinguishable from the corresponding normal distribution).

I have validated this conclusion via Monte Carlo simulation. Figure 5 shows \( \sigma \) for sets of 5000 simulated observations, with each observation representing the mean of a set of \( n \) data points drawn from parent distributions of various breadths (in all the examples that follow, \( k = 1 \)). Figure 6 shows the simulated data for one of these combinations (\( n = 2, \sigma = 10 \)), along with the exact lognormal which best approximates this distribution. The Taylor expansion referenced in Crow and Shimizu\(^{29}\) for the variance of the distribution of means yields a close ap-
proximation to the variance of the simulated data when 
\( \sigma \) is less than about 2.5; using the general formula for the variance of a lognormal \( \left[ V = \left( \text{E}X^2 \right) - (\text{E}X)^2 \right] \) one can then solve for \( \sigma \). For very large \( \sigma \), an approxim-
ation developed by Farley and referenced in Schwartz and Yetter\(^{20}\) may yield more accurate results, or a nom-
ogram such as that in Fig. 5 can be used.

When confronted with a limited set of sample data from a lognormal distribution, there are practical draw-
backs to using the narrow and symmetric confidence intervals about the observed mean given by Gaussian statistics.\(^{17,18}\) Most significantly, because of the asym-
metric uncertainty, the observed mean is more likely to be an underestimate of the true mean than an overesti-
mate, but the absolute magnitude of any error of over-
estimation will be greater than an error of underestimation.

For example, the Monte Carlo analysis in Fig. 5 shows that \( \sigma \) is approximately 0.93 (UF 6.4) when \( n = 50 \) and the parent distribution has \( \sigma = 2 \). Knowing nothing about the true mean of the parent distribution but the 10 samples observed, the correct assumption is that while the observed mean is the best estimate of the true mean, the true mean is likely to be somewhat higher, but pos-
sibly very much lower.

The mass density function provides support for this somewhat counterintuitive phenomenon, as well as a handy way to gauge the breadth of the confidence inter-
vals about the observed mean. For example, in a sample of 100 observations from a parent distribution with \( \sigma = 2 \), the binomial theorem shows there is a strong possibility (0.99586, or about 60%) that none of the observations will come from the “tail” of the parent distribution ex-
ceeding 2.6 SD above its median (\( x > 181 \)). By Eq. (7), this portion of the parent distribution contributes \( 1 - \frac{\Phi(2.6)}{2} \) or 27.5% of the mean, so there is a strong likelihood that underrepresentation of this portion will cause the observed mean to be as much as 27.5% lower than the true mean of 7.4. On the other hand, there is about 1% chance that 3 of the 100 observations will come from the “tail”—in such a case, the observed mean might be a factor of 2 or more above the true mean.\(^7\)

5.3. Errors Due to Assuming an Exact Distribution/ Ignoring Truncation

The mass distribution function can also be edifying in situations that present systems converge to those men-
}

\(^7\) In addition, because the variance of a lognormal distribution is pro-
portional to the square of the mean, estimates of the variance based on limited observational data are likely to be even more uncertain than corresponding estimates of the mean, as Apostolakis and Kap-
lar\(^{20}\) observed.
there are other reasons to be suspicious of the tails of
positive distributions of susceptibility. One might doubt,
for example, that fetuses genetically constituted to be
thousands or millions of times more susceptible to cancer
than average would survive the gestation period—in any
event, a risk manager might conclude that such “hyper-
susceptibles” were destined to develop the disease at a
high rate independent of anthropogenic stimuli or regu-
laratory controls.

The mass distribution function informs the risk as-
sessor how sensitive the mean is to valid or invalid pa-
rameter values in the tail of the PDF. In addition,
examination of the mass distribution function may pro-
vide an impetus for research directed at reducing the
overall uncertainty or ruling out the possibility that val-
ues in the tail need to be entertained, as it gives an
indication of the “payoff” expected from reducing po-
tential bias in the mean. For example, a lognormal un-
certainty distribution for the potency of a carcinogen
obeying the “90:10 rule” (α = 2.5%, UF = 157) has a
mean which would be nine times smaller if values in the
topmost 10% of the tail could be ruled out. Conversely,
a bioassay with more than the usual number of test an-
imals could reduce the spread in the distribution due to
random variation and model uncertainty (is the true dose-
response function linear or quadratic?), or a well-de-
signed epidemiology study might have sufficient power
to exclude the potency values in the tail.

Two measures of the sensitivity of the mean to the
outliers are worth mentioning. First, when one believes
that σ is large, it is worth investigating this sensitivity
even if the possible truncation point (at the point where
risks exceed unity) is relatively far above the median.
For instance, the saturation vapor pressure may be 100,000
times the median concentration, yet if σ = 5, the for-
matical value for the mean (excess^5/21) will be nearly
twice as high as it “should” be if the topmost 0.1% of
the PDF that lies above the saturation point were prop-
cerly truncated. Conversely, although for large σ much
of the mass may fall in extreme regions whose value
may be highly unlikely or impossible, σ would have to
be quite large indeed before one could discount the im-
portance of low-extreme outliers. It is useful to remem-
ber that the mass of the portion of the lognormal pdf
between two and three SD above the median (i.e., the
region of high but probably not implausible values) in-
creases from 14%-38% of the total as σ increases from
1.0-2.5, and decreases to 14% again as σ increases from
2.5-4.0. Only for σ > 4 (UF > 2560) does almost all of
the mass come from the extreme outliers (> 3 SD above
the median).

5.4. Efficiency Advantages in Standard
Computational Routines

In addition to applications where knowledge of the
mass distribution is valuable per se, the mass distribution
function can indirectly facilitate other calculations useful
in risk analysis. Value-of-information (VOI) analysis is
becoming a more important adjunct to risk assessment;
it helps the decision-maker resolve the tension between
analysis and action, and indicates which research efforts
have the greatest expected return when multiple uncer-
tainties are involved.249 According to standard tenets of
statistical decision theory, the upper bound on the value
of perfect information about the “state variable” (e.g.,
risk, R, in attributable deaths/year) is equal to the in-
cremental social cost one expects to incur under uncer-
tainty, relative to the minimum cost incurred if one was
certain and could choose the control strategy optimal
for the true value of this risk. This incremental cost will be
zero in the region of the PDF for R where the control
option chosen is the last costly one available (measured,
perhaps, as the sum of the economic costs of risk re-
duction plus the health costs of the residual risks that
remain). In other regions of R(R), the total social cost of
some other available strategy will be lower—if the true
value of R is lower than expected, a strategy with lower
economic costs (and lower risk reduction efficiency) would
be preferable, and conversely if R is larger than ex-
pected.

If, as seems logical, the health costs are propor-
tional to the residual risk, calculating VOI thus requires
249.\footnote{This method, which
summing the incremental health costs, weighted by
the probability that R will take on a value outside the region
where the chosen strategy is optimal. If the uncertainty
in R is lognormal, Eq. (7) allows one to minimize
E[R(θ(N\text{\scriptsize{L}}−σ)−Φ(N\text{\scriptsize{L}}−σ))] for each of these integrals.
In a microcomputer environment, this expression can be
evaluated via two calls to a single-valued polynomial
approximation to Φ(\cdot), rather than resorting to laborious
numerical integration techniques. Of course, knowledge
of Eq. (7) enables one to derive a “first-cut” approxi-
mation to VOI with a hand calculator or a table of the
unit normal distribution.

6. CONCLUSIONS

Exploration of the “mass density” of an uncertain and
or variable characteristic can enrich the risk man-
agement process along several dimensions. Examining

"...the mass distribution function, which informs the risk assessor how sensitive the mean is to valid or invalid parameter values in the tail of the PDF. In addition, examination of the mass distribution function may provide an impetus for research directed at reducing the overall uncertainty or ruling out the possibility that values in the tail need to be entertained, as it gives an indication of the "payoff" expected from reducing potential bias in the mean. For example, a lognormal uncertainty distribution for the potency of a carcinogen obeying the "90:10 rule" (σ = 2.5%, UF = 157) has a mean which would be nine times smaller if values in the topmost 10% of the tail could be ruled out. Conversely, a bioassay with more than the usual number of test animals could reduce the spread in the distribution due to random variation and model uncertainty (is the true dose-response function linear or quadratic?), or a well-designed epidemiology study might have sufficient power to exclude the potency values in the tail.

Two measures of the sensitivity of the mean to the outliers are worth mentioning. First, when one believes that σ is large, it is worth investigating this sensitivity even if the possible truncation point (at the point where risks exceed unity) is relatively far above the median. For instance, the saturation vapor pressure may be 100,000 times the median concentration, yet if σ = 5, the formal value for the mean (excess^5/21) will be nearly twice as high as it "should" be if the topmost 0.1% of the PDF that lies above the saturation point were properly truncated. Conversely, although for large σ much of the mass may fall in extreme regions whose values may be highly unlikely or impossible, σ would have to be quite large indeed before one could discount the importance of low-extreme outliers. It is useful to remember that the mass of the portion of the lognormal pdf between two and three SD above the median (i.e., the region of high but probably not implausible values) increases from 14%-38% of the total as σ increases from 1.0-2.5, and decreases to 14% again as σ increases from 2.5-4.0. Only for σ > 4 (UF > 2560) does almost all of the mass come from the extreme outliers (> 3 SD above the median).

5.4. Efficiency Advantages in Standard Computational Routines

In addition to applications where knowledge of the mass distribution is valuable per se, the mass distribution function can indirectly facilitate other calculations useful in risk analysis. Value-of-information (VOI) analysis is becoming a more important adjunct to risk assessment; it helps the decision-maker resolve the tension between analysis and action, and indicates which research efforts have the greatest expected return when multiple uncertainties are involved. According to standard tenets of statistical decision theory, the upper bound on the value of perfect information about the "state variable" (e.g., risk, R, in attributable deaths/year) is equal to the incremental social cost one expects to incur under uncertainty, relative to the minimum cost incurred if one was clairvoyant and could choose the control strategy optimal for the true value of this risk. This incremental cost will be zero in the region of the PDF for R where the control option chosen is the last costly one available (measured, perhaps, as the sum of the economic costs of risk reduction plus the health costs of the residual risks that remain). In other regions of R(R), the total social cost of some other available strategy will be lower—if the true value of R is lower than expected, a strategy with lower economic costs (and lower risk reduction efficiency) would be preferable, and conversely if R is larger than expected.

If, as seems logical, the health costs are proportional to the residual risk, calculating VOI thus requires evaluating various integrals of the form \[ \int R(\theta(N_L - \sigma) - \Phi(N_L - \sigma)) \, d\theta \] for each of these integrals. In a microcomputer environment, this expression can be evaluated via two calls to a single-valued polynomial approximation to \( \Phi(\cdot) \), rather than resorting to laborious numerical integration techniques. Of course, knowledge of Eq. (7) enables one to derive a "first-cut" approximation to VOI with a hand calculator or a table of the unit normal distribution.

6. CONCLUSIONS

Exploration of the "mass density" of an uncertain and/or variable characteristic can enrich the risk management process along several dimensions. Examining..."
how portions of a PDF contribute to the total mass (or to the mean value) requires more conceptual sophistication than simply making a "best" or upper-bound estimate of the mass or the mean. However, to the extent that simple methods have not been available to perform such calculations, risk analysts have lacked the impetus to consider the joint effects of probability and magnitude. This paper overcomes the computational hurdle for one of the uncertainty distributions most often used in probabilistic and health risk analysis. Perhaps the ease of exposition when the PDF is lognormal will also encourage investigations into the ramifications of the mass distribution when the uncertainties in risk follow other mathematical or empirical distributions.

There is a growing appreciation that in our field, "a decision made without taking uncertainty into account is hardly worth calling a decision." Measures of "mass density" and the quantities that depend on it, such as the "conservatism" of upper-bound estimates with respect to the mean, should give more information to decision-makers who are trying to make uncertainty into an ally rather than an adversary.

ACKNOWLEDGMENTS

The helpful suggestions of Daniel Byrd, Maureen Cropper, Hadi Dowlatabadi, Michael Gough, Danny Lee, Paul Portney, Emily Silverman, and two anonymous referees are gratefully acknowledged. In particular, the advice of P. Barry Ryan was of great value during the author's doctoral studies and in the writing of this paper.

REFERENCES